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Abstract

This paper presents validation test cases of an LES

solver based on an unstructured finite-element com-

pressible Navier-Stokes code. After a short description

of the industrial tool, we explain the incremental ap-

proach we have adopted in order to attain a reliable

LES capability. Each step is illustrated by numerical

examples and comparisons with experiments or theo-

retical results.

1. Introduction

Over the years, Computational Fluid Dynamics has

become a true industrial tool, which, along with wind-

tunnel and flight testing, contributes to the under-

standing of complex aerodynamics. Basic means of

simulation, such as panel methods or potential flow,

and inviscid calculations are nowadays key ingredients

in the design process of an aircraft. As far as viscous

effects are concerned, full Navier-Stokes computations

gradually take over the classical boundary-layer ap-

proximation especially since the advent of practical

turbulence models. Nevertheless, Reynolds Averaged

Navier-Stokes, with turbulence models such as k-ε, re-

mains the sole industrially viable approach yet. How-

ever, although Direct Numerical Simulation may still

stay in the lab for a few more decades, Large Eddy

Simulation (LES) might turn out to be the candidate

compromise the industry is looking for. We may still

be far away from computing sizable parts of an aircraft

with LES, but it may reveal as a particularly useful

tool to validate more advanced turbulence models.
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The purpose of this work is to develop an LES ca-

pability in an industrial setting. The starting point

is an existing finite-element code which has proven to

be quite successful over a wide range of applications.

Before diving into the selection and coding of subgrid

models, and attempting ambitious computations, we

wanted to make sure that the Navier-Stokes code at

our disposal would satisfy the mere requirements for

any decent LES calculation. In particular, we wanted

convincing proofs that second order accuracy in space

was sufficient and would yield valuable results.

The second section describes the initial industrial

Navier-Stokes code, which is used on a daily basis for

steady state computations. In the third section, we de-

tail the numerical ingredients that were modified from

that described in Section 2.

2. Description of the code

Dassault Aviation’s Navier-Stokes code uses a finite

element approach, based on a symmetric form of the

equations written in terms of entropy variables. The

advantages of this change of variables are numerous:

in addition to the strong mathematical and numeri-

cal coherence they provide (dimensionally correct dot

product, symmetric operators with positivity proper-

ties, efficient preconditioning), entropy variables yield

further improvements over the usual conservation vari-

ables, in particular in the context of chemically react-

ing flows (see [5, 6]).

2.1. The symmetric Navier-Stokes equations

As a starting point, we consider the Euler and

Navier-stokes equations written in conservative form:

U,t + F adv
i,i = F diff

i,i (1)

Copyright c©1998 by the American Institute of Aeronautics and
Astronautics, Inc. All rights reserved.
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where U is the vector of conservative variables; F adv
i

and F diff
i are, respectively, the advective and the dif-

fusive fluxes in the ith-direction. Inferior commas de-

note partial differentiation and repeated indices indi-

cate summation.

Equation (1) can be rewritten in quasi-linear form:

U,t + AiU,i = (KijU,j),i (2)

where Ai = F adv
i,U

is the ith advective Jacobian matrix,

and K = [Kij ] is the diffusivity matrix, defined by

F diff
i = KijU,j . The Ai’s and K do not possess any

particular property of symmetry or positiveness.

We now introduce a new set of variables,

V T =
∂H

∂U
(3)

where H is the generalized entropy function given by

H = H(U) = −ρs (4)

and s is the thermodynamic entropy per unit mass.

Under the change of variables U 7→ V , (2) becomes:

Ã0V,t + ÃiV,i = (K̃ijV,j),i (5)

where

Ã0 = U,V (6)

Ãi = AiÃ0 (7)

K̃ij = KijÃ0. (8)

The Riemannian metric tensor Ã0 is symmetric

positive-definite; the Ãi’s are symmetric; and K̃ =

[K̃ij ] is symmetric positive-semidefinite. In view of

these properties, (5) is referred to as a symmetric

advective-diffusive system.

For a general divariant gas, the vector of so-called

(physical) entropy variables, V , reads

V =
1

T





µ − |u|2/2
u

−1



 (9)

where µ = e+pv−Ts is the chemical potential per unit

mass; v = 1/ρ is the specific volume. More complex

equations of state are treated in [4].

Taking the dot product of (5) with the vector V

yields the Clausius-Duhem inequality, which consti-

tutes the basic nonlinear stability condition for the so-

lutions of (5). This fundamental property is inherited

by appropriately defined finite element methods, such

as the one described in the next section.

2.2. The Galerkin/least-squares formulation

The Galerkin/least-squares (GLS) formulation in-

troduced by Hughes and Johnson, is a full space-time

finite element technique employing the discontinuous

Galerkin method in time (see [18]). The least-squares

operator ensures good stability characteristics while

retaining a high level of accuracy. The local control of

the solution in the vicinity of sharp gradients is fur-

ther enhanced by the use of a nonlinear discontinuity-

capturing operator.

We consider the time interval I = ]0, T [, which

we subdivide into N intervals In = ]tn, tn+1[, n =

0, . . . , N−1. Let Qn = Ω×In and Pn = Γ×In where Ω

is the spatial domain of interest, and Γ is its boundary.

In turn, the space-time “slab” Qn is tiled by (nel)n el-

ements Qe
n. Consequently, the Galerkin/least-squares

variational problem can be stated as

Within each Qn, n = 0, . . . , N − 1, find V h ∈ Sh
n

(trial function space), such that for all W h ∈ Vh
n

(weighting function space), the following equa-

tion holds:

∫

Qn

(
− W h

,t · U(V h) − W h
,i · F

adv
i (V h)

+ W h
,i · K̃ijV

h
,j

)
dQ

+

∫

Ω

(
W h(t−n+1) · U

(
V h(t−n+1)

)

− W h(t+n ) · U
(
V h(t−n )

))
dΩ

+

(nel)n∑

e=1

∫

Qe

n

(
LW h

)
· τ

(
LV h

)
dQ

+

(nel)n∑

e=1

∫

Qe

n

νhgijW h
,i · Ã0V

h
,j dQ

=

∫

Pn

W h ·
(
− F adv

i (V h)

+ F diff
i (V h)

)
ni dP. (10)

The first and last integrals represent the Galerkin

formulation written in integrated-by-parts form. The

solution space consists of piecewise polynomials which

are continuous in space, but are discontinuous across

time slabs. Continuity in time is weakly enforced by

the second integral in (10), which contributes to the

jump condition between two contiguous slabs, with

Zh(t±n ) = lim
ε→0±

Zh(tn + ε). (11)
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The third integral constitutes the least-squares opera-

tor where L is defined as

L = Ã0
∂

∂t
+ Ãi

∂

∂xi
−

∂

∂xi
(K̃ij

∂

∂xj
). (12)

τ is a symmetric matrix for which definitions can be

found in [18]. The fourth integral is the nonlinear

discontinuity-capturing operator, which is designed to

control oscillations about discontinuities, without up-

setting higher-order accuracy in smooth regions. gij is

the contravariant metric tensor defined by

[gij ] = [ξ,i · ξ,j ]
−1 (13)

where ξ = ξ(x) is the inverse isoparametric element

mapping, and νh is a scalar-valued homogeneous func-

tion of the residual LV h. The discontinuity captur-

ing factor νh is is an extension of that introduced by

Hughes, Mallet, and Shakib (see [18]). In the present

work, the whole term is left out due to the regularity

of the considered problems.

A key ingredient to the formulation is its consis-

tency: the exact solution of (1) satisfies the varia-

tional formulation (10). This constitutes an essential

property in order to attain higher-order spatial con-

vergence.

2.3. Solution strategy

Convergence to steady state of the compressible

Navier Stokes equations is achieved through a fully-

implicit iterative time-marching procedure based on

the GMRES algorithm (see [17]).

A low-storage extension based solely on residual

evaluations was developed by Johan [13]. It reveals

particularly adapted to parallel processing, where the

linear solver often constitutes a painful bottleneck.

This algorithm has proven extremely efficient on

many scalar or vector architectures (cf. [7, 14]). It

is the basis on which all the LES developments we are

going to describe, were built up.

2.4. Turbulence Models

Different turbulence models are available, including

one-equation Spalart-Allmaras model, several versions

of k-ε models with wall functions or low Reynolds num-

ber correction. The Navier-Stokes system and the ad-

ditional turbulent equations are solved in a staggered

manner which allows a great flexibility in the turbu-

lence models. A robust and accurate technique was

developed to enforce the positivity of the turbulence

variables [6].

3. Towards LES

An intention of LES is to reduce the number of grid

points required by DNS calculations. The mesh size

can be further reduced by the use of unstructuredness.

A few successful examples of the use of unstructured

grid for LES can be found in [1, 10, 12].

The code described in the preceding section derives

from its finite element structure, the capacity of treat-

ing any unstructured combination of tetrahedra and

hexahedra. Any order of accuracy could be achieved

with appropriate elements; in practice, linear elements

are used which yield global second-order accuracy in

space. This kind of accuracy proves to suffice for

steady state calculations, but must still be critically

evaluated in an LES framework.

3.1. Explicit versus implicit

In order to assess the space accuracy, any problem

which may arise from a lack of time accuracy must be

removed. Thus, we replaced the first-order constant-

in-time scheme described in Section 2 with a classical

fourth-order Runge-Kutta scheme (besides making the

time-step global). In addition to being more accurate,

this explicit approach alleviates the need of solving any

linear system. In fact, no linear system solution can

be guaranteed free of either numerical truncation er-

ror or incomplete convergence side effect. The use of

a higher-order explicit scheme takes away all this po-

tential problems at once, and enables the serene eval-

uation of the Galerkin/least-squares operator.

3.2. On the time-consistency of the Galerkin/

least-squares operator

In equation (10), the Galerkin/least-squares opera-

tor reads:

(nel)n∑

e=1

∫

Qe

n

(
LW h

)
· τ

(
LV h

)
dQ (14)

This term is residual-based, which means that the ex-

act solution of (1) is a solution of (10). This consis-

tency property enforces higher-order accuracy in both

space and time. For steady application, the term Ã0
∂
∂t

is dropped out from the Navier-Stokes operator L. In

order to retain time accuracy, it is crucial that this

term be reinstated (cf. [3]). In the framework of a

Runge-Kutta scheme, we stress the fact that this time

derivative must only be computed with final step so-

lutions, and not with indermediate predictors; it is
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computed at the first Runge-Kutta step with the cur-

rent solution and kept constant for all the remaining

Runge-Kutta steps.

A modification of the intrinsic time-scale matrix τ

along the lines of [18] brings also additional time ingre-

dients in the construction of the operator: the effect

of the Galerkin/least-squares term is reduced with the

time-step.

3.3. Numerical integration rule

All the integrals in (10) are numerically evaluated

using Gaussian quadrature rules. As mentioned in Sec-

tion 2.2, the time-dependent term and the Euler flux

are integrated by parts, which preserves the conser-

vation under reduced integration. However, although

out-of-the-box finite element theory would recommend

interpolating the solution variables, viz. the entropy

variables V , at the Gaussian integration points, it

turns out that the interpolation of primitive variables

QT = {ρ, u, p} gives better results. This is especially

true for phenomona driven by minute pressure varia-

tions.

4. Numerical simulations

The first simulation deals with homegeneous

isotropic turbulence.

4.1. Homogeneous Isotropic Turbulence

The aim of the simulation of homegeneous isotropic

turbulence at infinite Reynolds number is two-fold:

first, check the ability of the stabilized formulation to

recover the theoretical behavior for the enstrophy and

the energy spectrum; second, calibrate the interaction

between the stabilization and a subgrid scale model.

All the simulations presented hereafter were performed

using a 213 mesh. The initial condition was provided

by CERFACS.

Galerkin without subgrid model

The first run was performed with Galerkin method,

dropping out the least-squares term. No unstability

problem may arise from the use of a centered scheme

on this 3-D test case with periodic conditions in all

three directions. As can be seen in Figures 2 and 3,

the enstrophy grows unboundedly with time and the

energy spectrum behaves as the theoretical k2.

Galerkin with subgrid model

Still with a centered scheme, we added the simplest

subgrid scale model available: the Smagorinsky model

[19]. This model is assumed to work properly in the

case of homegeneous isotropic turbulence. The anal-

ysis of the curves of enstrophy and turbulent kinetic

energy shows that both quantities decay in t−1.4 as

theoretically expected. The spectra, presented in Fig-

ure 4, show that the energy is redistributed along the

wave numbers and that a slope of k−5/3 is recovered

at the end of the computation.

A view of the pressure iso-surfaces at some point

along the energy redistribution process, can be found

in Figure 1. In this production phase, large structures

can still be observed. Despite the relative coarseness

of the mesh, the redistribution of energy toward the

small scales takes place correctly.

Figure 1. Homogeneous isotropic turbulence: pres-

sure iso-surfaces.
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time
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kinetic energy

-1.4
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no subgrid model
w. Smagorinsky subgrid model

Figure 2. Homogeneous isotropic turbulence: ki-

netic energy and enstrophy time evolu-

tion for Galerkin w. and w/o subgrid

model.
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Figure 3. Homogeneous isotropic turbulence: en-

ergy spectrum for Galerkin w/o subgrid

model.
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Figure 4. Homogeneous isotropic turbulence: en-

ergy spectrum for Galerkin w. subgrid

model.

Galerkin/least-squares

We performed the same computations with the

least-squares operator. Without subgrid scale model,

the enstrophy grows but does not blow up (Figure 5).

The energy spectrum shown in Figure 6, has a final

slope proportional to k for the large wave numbers.

Therefore, there is spurious dissipation; but the least-

squares operator does not act as a subgrid scale model.

The simulation with the Smagorinsky model does

not quite recover the theoretical slope for the energy

spectrum, whilst the time decay of both the enstrophy

and the kinetic energy agrees with the theory.

These results show an interaction between the sta-

bilization and the subgrid model. One has to keep in

mind that the computation was performed on a 213

grid. The effect of the number of grid points is be-

ing investigated, as well as the subgrid scale model:

Smagorinsky replaced by a multi-scale model.
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w. Smagorinsky subgrid model

Figure 5. Homogeneous isotropic turbulence: ki-

netic energy and enstrophy time evolu-

tion for GLS w. and w/o subgrid model.
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Figure 6. Homogeneous isotropic turbulence: en-

ergy spectrum for GLS w/o subgrid

model.
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Figure 7. Homogeneous isotropic turbulence:

energy spectrum for GLS w. subgrid

model.

4.2. Periodic 2-D shear-layer

This test case consists in the calculation of an in-

viscid linear instability. We used different mesh sizes
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(81× 81 and 161× 161) and point clustering. The re-

sults presented in Figures 8 and 9 were obtained on a

uniform 161 × 161 mesh with Galerkin/least-squares

without any subgrid model. The convective Mach

number is 0.4 and the size of the domain is chosen

such as to capture two vortices [11]. The initial veloc-

ity profile is an hyperbolic tangent on which we super-

imposed a white noise of intensity 10−3. The initial

temperature field is uniform. The amplification factor

for the most amplified mode compares very well with

the theory as shown in Figure 8. Figure 9 shows the

two vortices before the pairing.

1e-06

1e-05

0.0001

0.001

0.01

0.1

1

0 20 40 60 80 100
# of advective characteristic times

present work
theory

Figure 8. Periodic 2-D shear-layer: turbulent ki-

netic energy.

Figure 9. Periodic 2-D shear-layer: entropy con-

tours.

4.3. Periodic 3-D shear-layer

The 3-D extension of the previous test case is cur-

rently being computed.

4.4. 2-D shear-layer

A subsonic/supersonic shear-layer with respective

Mach numbers of 0.4 and 1.5 is computed next. Fig-

ure 10 shows the ability of Galerkin/least-squares to

capture the spatial growth of an instability. The com-

putation is being carried on to evaluate the statistics

and compare the spreading rate with [15].

Figure 10. 2-D shear-layer: vorticity contours.

4.5. Periodic 2-D boundary-layer

A compressible laminar boundary-layer profile is

used to initialize this test case. The Reynolds number

based on the displacement thickness is 1000. The do-

main size is 22δ1×50δ1; it is meshed using 121×31 grid

points. The streamwise periodicity is enforced through

an appropriate source term which prevents the thick-

ening of the boundary-layer. The wall is adiabatic,

and pressure is imposed at the top wall.

Tollmien-Schlichting waves develop as can be seen

in Figures 12 and 13. Linear stability results, such

as the amplification factor of instabilities according to

their wave lengths, corroborate the numerics (see Fig-

ure 11).

0.001
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0 500 1000 1500 2000 2500
# of advective characteristic times

present work
theory

Figure 11. Periodic 2-D boundary-layer: turbulent

kinetic energy.
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Figure 12. Periodic 2-D boundary-layer: pressure

contours.

Figure 13. Periodic 2-D boundary-layer: vertical

velocity contours.

5. Concluding remarks and perspective

This first set of cases shows the ability of an in-

dustrial code to be used for LES. More challenging

computations shall be tackled in the near future.
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