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ABSTRACT

This chapter describes the use of computational fluid mechanics at Dassault Aviation. A historical perspective gives
a measure of the successive giant steps that have been made over the past 30 years. A rather detailed description
of industrial codes leads to a good understanding of the key numerical concepts assembled to create a powerful
tool for computational aerodynamics. The fundamental issue of turbulence modeling is addressed in detail. A
large range of complex applications is described to illustrate the variety of problems solved. The status of the
development and application of shape optimization techniques and multidisciplinary design are finally illustrated.
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1. INTRODUCTION

As we celebrate the centenial of powered flight, the understanding of aerodynamics and flight
mechanics has gone a long way. . .

Aircraft design went from trial and error testing with essentially only flight experiment, virtually no
wind tunnel, and very little theory or modelization at the time of the Wright brothers, to heavy use
of ground experiment in facilities of various sizes, and nowadays to unforeseen computer simulations.
Such an evolution was not ovious at all, say fifty or even twenty years ago. We remember a day in the
mid eighties when Euler calculations over a complete aircraft would seem forever impossible to some
aerodynamicists in the industry. A few visionary engineers though knew that one day the combination
of advanced numerical analysis, detailed physical modelization and powerful computer would make
this dream a daily reality: compute the turbulent flow past a complete industrial configuration. The
adventure is on-going. . .

The key contributors to a successful aerodynamic design are three-fold: wind tunnel testing,
theoretical modelization, and eventually of course flight testing. These three type of activities have
always contributed to design. They were pretty much unbalanced though. Nowadays they tend to
become even: flight testing being more and more expensive is reserved for ultimate design evaluation;
computer simulations on the other hand get more and more affordable and provide more and more
useful information.

As an example, the advanced design for a new generation combat aircraft such as the Rafale,
required over 6000 hours of wind tunnel testing, before the first flight; over 850 flights of the Rafale
A demonstrator; and made extensive use of the CFD codes available at the time. This is illustrated
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c© 2004 John Wiley & Sons, Ltd.



2 ENCYCLOPEDIA OF COMPUTATIONAL MECHANICS

in Figure 1. The new Falcon 7X configuration was tested during over thirty wind tunnel sessions,
each lasting from one to several weeks. Tens of full 3-D turbulent Navier-Stokes calculations were
performed to finalize the shape. It will start its flight testing in 2005.

Advanced design for a new
generation combat aircraft

Figure 1. Three components of advanced design: experiment, modelization, and flight testing.

Over a few decades, CFD went from producing pretty pictures to providing a better understanding
of complex flows and to producing ways to design better airplanes. Ground testing and experimental
techniques have gone a long way as well: non intrusive velocimetry and visualization techniques, such
as PIV, PSP, or LDV, have provided the engineers with new means of analysis and tools to validate their
designs and models. Validation is an on going process: in every new study or program, we incorporate
wind tunnel calibration tests to further validate and extend the range of application of our simulation
tools.

This chapter will address the key issues of industrial aerodynamics. It will not attempt an exhaustive
review of the many outstanding tools, methods and applications achieved at the main research institutes
(NASA, ONERA, DLR, NAL. . . ) or throughout the industry. Present status and future challenges will
mainly be addressed by considering computational aerodynamics at Dassault Aviation where this topic
is identified as a key area for the design of high performance civil and military aircraft, and space
vehicles. A number of field of application are not discussed, most notably concerning turbomachinery,
rotary wings and helicopters, automotive and train industry.
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2. THE HISTORICAL DEVELOPMENT OF COMPUTATIONAL FLOW MECHANICS

By Pierre Perrier, secretary, French Academy of Technology and foreign associate, National Academy
of Engineering.

As a starting statement, one can say that the complete design by computer of an aircraft which
was only a dream fifty years ago has almost become routine at the turn of the century. When only
hand computations and heavy experimental facilities were available in the past, supercomputers with
advanced codes complement or replace these tools nowadays.

From an outside eye, the transition to virtual design is often perceived as a step forward, which
was in fact only recently achieved, and as the end-point of a continuous increase in the power of
computers, from supercomputers to PC’s. But the real development of computerized design has been
an on-going improvement procedure: continuous increase in the design efficiency has resulted in
better performances and cost effectiveness thanks to a better mastering of the flows around and inside
vehicles. It has been a complex balance between almost continuous improvement of hardware and a
few major discontinuous steps in software, such as the inclusion of new algorithms which resulted in
major advancements in design capabilities.

It is particularly clear in the case of flow mechanics, that such major advancements can be identified
along the way in the somewhat short history of computational aerodynamics and thus define a few
major historical milestones. The steps correspond to new ideas introduced in numerical computations
which allowed new design concepts and finally yielded unprecedented qualities in the end products of
the technology. Moreover, a competition between computational and experimental studies came to its
end when their complementary use was conveniently balanced and understood. Taking into account
the complexity of real unsteady tridimensional flows, we can nowadays perceive the limitations of
computational fluid mechanics by a proper evaluation through “numerical vs experimental” workshops.
So CFD and wind tunnels have found their complementary domain of utility, clarifying a somewhat
controversial debate about real and virtual worlds, about actual physics and modeling.

2.1. The first step: first solvers and their vanishing efficiency

Before World War II, only analytical resolutions of partial differential equations were of practical
usefulness thanks to explicit algebraic solutions, with the help of tabulated data. The introduction
of analogical and digital computers, as a complement to desk machines, allowed the selection of
numerical techniques relying on simple matrix inversions and tabulations of basic functions (e.g. log
and trigonometric functions). Those were only computed more easily when computer speed improved.

All the major aeronautical research centers (NACA, RAE, ONERA, and TSaGI) built at that
time tables for aircraft aerodynamic design. A few of them were more sophisticated in their use of
mathematics and/or analogic physical solvers. For example, Peres and Malavard tabulated values giving
loads on wings due to camber and twist. They made a convenient use of linearized approximations
and rheoelectric analogical computers. A distribution of electric potentials was placed in a water tank
where a 3-D metallic model was intrumented. Such a distribution on the body permitted the resolution
by a perturbation method of design problems with an elementary solution of the Laplace equation for
incompressible flows. Similarly, solutions of the linearized wave equation for supersonic flows along
Mach lines were extracted by analog computers; they solved time dependent perturbations generated
through an array of electric amplifiers connected in a line-by-line and transverse fashion.

The first true advancement in solving such unsteady finite differences between nodes of an array of
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Figure 2. Peres and Malavard’s rheoelectric tank.

points was initiated in Great Britain in the 1950’s by hand computing. A manual iterative relaxation
procedure for solving Laplace equation revealed itself as a viable computational process; it was in fact
an efficient algorithm, if some care was taken to handle data correctly. One had to work line after line
and reduce progressively the errors in order to fulfill the equations approximated in finite differences.
Used in numerical computers, the under-relaxation method was an efficient solver of Laplace equation,
with boundary conditions specific to each configuration. It was discovered later that it was in fact a
time marching procedure towards an assumed steady state. Irregular arrays of points could be adjusted
to local gradients in the solution; but it appeared that the time step had to be chosen according to the
smaller distance between points with a conditional stability parameter. The speed of convergence of
relaxation methods together with the need to partition the space following the different equations to
solve, appeared as a major computational problem when the algorithm was used on early computers.
Work done in Germany on viscous boundary layers became useful at the time and research on viscous
and inviscid flows pursued separated ways for a long time.

An advancement in inviscid flow rebuilding by computation took advantage of the linearity of the
equations: the linear superposition of the field of singularities known by analytical solutions offered an
alternative to the poor efficiency of finite differences at that time. It was the first main battle between
very different flow solvers, with a stress put on efficient linear system resolution or matrix inversion.
When a large number of control points on boundaries had to be handled (associated with “sources”
and “sink” points) the computation time and the computer memory size increased from hundreds in
the 1960’s to thousands in the 1970’s; but the quality of 3-D results remained comparable to relaxation
in finite differences, although finite differences required at least ten times as many collocation points
across the field of computation. Similarly, an extension coupling sinks and source points with horseshoe
vortices placed along the surface soon appeared as an efficient algorithm for lifting wings.

The names which illustrated that period of time, when “integral methods” became the usual
mathematical tool in industrial use, were Weissinger for lifting surfaces and later Hess and Smith for
complete incompressible pressure on the surface of an aircraft. At that time, the numerical computation
phased out the analytical tools and the rheo-electric 3-D analogic computers of Peres and Malavard.
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The analytic solution for 2-D wing sections by harmonic transformation of coordinates remained in use
due to the improvement of discretized exact analytical solutions derived for lifting inviscid cylinders;
but the multi-body high-lift devices phased out as well such analytical methods focused only on single
body transformations.

As far as non-linear compressible aerodynamics was to be used in design for transonic aircraft, it
was however clear that the next step would open the way to finite difference methods: they were more
efficient in supersonic and subsonic compressible flows, but not able yet to be adjusted to complex
geometries and boundary conditions of a complete aircraft.

The progress in finite difference algorithms came from advances in compressible flow computations,
for a very specific problem: the solution of hypersonic flow around blunt bodies, with a continuous
acceleration from the stagnation point to subsonic and supersonic flow. The classical problem of
supersonic flow around a forebody of cylindrical shape gave birth to efficient iterative time-dependent
potential flow and also Euler flow (with all three conservation equations: mass, momentum, and energy)
solvers, thanks to the progress done by Moretti and many others in the US. At the same time, and for the
same problem, an approach based on the integral evaluation of a polynomial solution of pressure on a
limited number of bands located in the region between the shock wave and the body was achieved
in USSR by Dorodnitsin; this approach was efficient because it led to a set of coupled ordinary
differential equations (ODE) between the coefficients of the polynomial expansion, thus not requiring
a large computation time. Surprisingly efficient with a reduced number of bands, it appeared as not
converging when the number of bands and coefficients increased much, a trend inverse of what may
be obtained with refined meshes in a finite-difference-method (FDM) approach. One discovered that
an increase in stabilization by the addition to the relaxation scheme of some artificial viscosity gave a
more robust numerical output; consequently, FDM had the capability to precisely capture the detached
shock ahead of the body. The way was open for the solution of the supersonic inviscid thick wing
section problem. Taking into account the swept wing problem with subsonic flow normal to the leading
edge, a few tentative tests were made to calculate the flow past inviscid transonic wing sections, but
with a very large computation time resulting from very small time steps; that precluded the recurrent
use of the methods in the design process of real transonic wings or compressor blades. Moreover, only
2-D computations were tractable and quasi 2-D methods were the only engineering methods available.

2.2. The second step: opening finite differences to efficient solvers for transonic problems

The search began to go from incompressible to compressible flows: in finite difference solvers, iterative
procedures were extended on simple rectangular grids and for integral solvers the iterative addition of
compressibility sources and sinks was introduced in the field. But such a procedure was unstable in
supersonic flow for integral methods and in finite differences required upwinded relaxation schemes for
stability and gave unrealistic double shock patterns. So the empirical corrections built by correlations of
experimental results and theoretical ones remained useful for design; the more elaborated data sheets
were done by RAE in England. Analytical solutions of smooth (i.e., without shock wave) transonic
flow was obtained by NLR in the Netherlands in support for correlations.

The true advancement avoided the non-physical leading edge shock using a perturbation method in
the leading edge area; true boundary conditions on wing sections were also transferred to its meanline.
So a transonic thin-wing finite difference approximation allowed for the first time a prediction of the
pressure distribution on a realistic swept wing with shock wave thanks to the team of Murman and
Cole (1971). Such a tool opened the way to the first efficient 3-D transonic design which was applied
to the Boeing 727 and 747 series. However, the final design still relied on intensive wind-tunnel testing
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to take into account the interactions with the fuselage, the pylons, and the nacelles. A rectangular
mesh was well suited for shock waves normal to the body and the direction of the incoming velocity;
however the singularity added at the leading edge was a limitation for the design of the forepart of the
wing section which remained difficult to optimize. In parallel, a 2-D unsteady approach was developed
by Yoshiara. Theoretical work validated by computer entered for the first time in competition with
a pure trial and error design: the iterative modification of the geometry of a 2-D model in transonic
wind tunnel was developed by Whitcomb at NASA Langley. Some evaluation of boundary-layer flow
in uncoupled mode was tested in France and in the US for the prediction of the extension of separated
flows.

2.3. The third step: building of an efficient 3-D transonic finite-difference solver

Computational work began to be of value in transonic research at NASA Ames with Balhaus and
others and in the academics with Jameson (1975). The latter soon became a reference. He successfully
added to the solver ingredients often painfully discovered by many others. The computation time was
consequently drastically reduced; the accuracy improvements allowed precise comparison of different
designs. So the work in the US led to the first efficient codes for the prediction of the transonic potential
flow around a swept wing; and later around blades of rotating machines with a boundary fitted refined
mesh and a variable spacing of nodes in the field for a better prediction of the flight pressures. The
predicted position of shock waves without inclusion of boundary layer coupling, was roughly the same
as in wind tunnel testing: the numerical viscosity of the solver luckily appeared to work as the effect
of the true viscosity inside the viscous boundary layers.

Parallel to this work, and also for the transonic inviscid potential flow, the French team led by
Glowinski and Perrier built a new mathematically consistant solver, based on a finite element method
and using tetrahedra as elementary control volumes (Bristeau et al., 1985). Such a solver allowed the
first computation of a complete aircraft in transonic flow with all of its topological complexity: vertical
tail and horizontal stabilizer, engines and nacelles (see Figures 3–5).

Figure 3. Falcon 50 surface mesh. Figure 4. Falcon 50 pressure distribution.

It appeared that advancement in computational quality required a better rebuilding of entropy
production through shock waves, viscous dissipation and convection in viscous layers. Anyhow, the
first optimization of the aerodynamical shape of a complete aircraft was possible, but the effort had to
be pushed ahead onto Navier-Stokes solvers. Work done in finite differences by Lax was at the limit of
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Figure 5. Falcon 50 mesh.

foreseen development of computers: it was restricted to small parts of the flow and already made use
of turbulence modeling. Coupling viscous layers and potential flow was equally reorienting the work
on Euler solvers able to convect entropy losses in shocks and viscous layers. Finite difference schemes
were reoriented towards finite volumes; complex geometries were to be addressed by the partition of
space to manage the topological complexity of real geometries of aircraft, engine, cars. . .

First Navier-Stokes equation solvers exemplified the dramatic distance in Reynolds number between
real flows and engineering models, and the need for convenient turbulence modeling.

2.4. The fourth step: building Euler and Navier-Stokes solvers for supercomputing

The increasing power of computers in the eighties opened the way to more refined meshes and
more complete equations. Euler solvers were progressively built as new tools for design. This came
with many problems though. A few of these problems arose from the necessity of truncation of
spurious modes in the flow; from acoustic waves generated by the transient discretized errors; or
from the unsteadiness of the flow. Another type of problems came from the non-uniqueness of
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solutions with discontinuities without constraints on entropy evolution or dissipation in recirculating
flows. The introduction of forcing source terms and the management of numerical viscosity in the
discrete algorithm helped eliminating numerical artifacts. Many researchers on both sides of the
Atlantic contributed to that golden age of the building of computational flow dynamics with a major
impact on industrial design. In parallel, T.J.R. Hughes at Stanford (Hughes, Franca and Mallet, 1986;
Shakib, Hughes and Johan, 1991; Chalot, Hughes and Shakib, 1990; Chalot and Hughes, 1994) helped
reorienting the work on finite element methods towards an efficient Navier-Stokes solver that allowed
the necessary robustness for the prediction of highly compressible flows with chemistry as encountered
by reentry vehicles. The concurrent investment in multi-domain/multi-mesh finite difference or finite-
volume solvers and in finite element filling of the space around complex geometry led to a first group
of really efficient codes for design: many “physical” ingredients in the algorithms tried to emulate the
more physical output of refined Navier-Stokes solvers. An example of an inviscid code benefiting from
advanced thermochemical models is provided in Figure 6. It shows the importance of “real gas” effects
in the interaction between the detached shock wave and the winglets of the Hermès space plane.

Figure 6. Hermès space shuttle: real gas effect.

If the work on Euler codes led to efficient solvers, the true engineering challenge appeared in mesh
generation. The finite difference methods needed a body fitted mesh generator and in fact streamline-
fitted sets of points in 3-D; points were to be ordered in three reduced coordinates i, j, and k. Smooth
variations in the distances between points were mandatory, even with the improvement in robustness of
algorithms with finite volume approximations, closer in spirit to finite element methods. A multiscale
approach with progressive refinement of meshes added constraints as the geometrical connection
between the blocks needed to cope with the topological complexity of engineering designs. The finite
element method showed its effectiveness, escaping from “ijk” constraints, adding points only where
needed and connecting them with tetrahedra of various sizes and orientations.

With respect to Navier-Stokes solvers, the limited capacity of computers had precluded their
practical use in design for a long time. Nonetheless, a lot of work in research has helped identifying
where the future lies: in the turbulence modeling specific to any type of viscous layer, viz. boundary
layers, wakes, vortical flows. . . Development of direct Navier-Stokes (DNS) solvers of high accuracy,
with famous names again on both sides of the Atlantic, helped the improvement of statistical turbulence
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modeling which forms the basis of solvers for complex flows. On the engineering side, optimization
tools began to help the design with the development of geometrical software.

2.5. The fifth step: multidomain, multiphysics and optimization codes

At the turn of the century, problems embedding multiphysics within multiple computational domains
became properly tractable and perhaps open to optimization on the new large parallel supercomputers.
The selection of algorithms more adapted to parallelism appeared as a new challenge, taking into
account the ratio of computing time to memory transfer time. From fluid-fluid interaction (viscous-
inviscid for example) to fluid and other physics interaction (aeroelasticity for example) and to
generalized cost functions (global efficiency with constraints in volume of fluid or weight of structural
mass for example), the concept of multidomain/multiphysics optimization emerged as an accessible
target for engineering. The development of Computer Aided Design (CAD) gave the opportunity to
couple computed geometric variations with the industrial chain of the detailed design as existing in
the design offices. The coupling of detailed design and the best of physical modeling offers the true
opportunity to really introduce the work of generations of scientists into the improvement process of
mechanical machines (aircraft, engines, trains, factories. . . ). Initially all the power of mathematical
optimization was limited to cases where adjoint equations of the direct continuous problems were
explicitly constructed and numerically solved; but the automatic generation of the discrete adjoint
equation from the discrete algorithm using the source code itself opens the way to a direct family of
efficient optimizers. They use automatic discrete differentiation procedures able to build more efficient
tools adjusted to complex physics with variable models which can be improved step by step.

Extreme conditions of design are still far from being tractable today, but simulations of time-
dependent real physics near-extreme conditions are now open to first computations: a new step is to be
built in engineering design, where a mix of fluid mechanics, solid mechanics, electromagnetism. . . is
to be handled efficiently.

2.6. The next step

Roughly, the five major steps described above match the last five decades of the development of
computational mechanics after World War II. The critique of computation outputs is more and
more founded on computational workshops where validation is performed by comparison with true
experimental physics and cross-validation between different algorithms and physical modeling. The
separate approaches followed by specialists in inviscid and viscous flows, in real gas effects, and in
other disciplines can now be replaced with a unified approach. Computer simulations often lead to
improved analysis of the real physics, and sometimes drastic new understanding has been reached.
Nobody can now consider computational physics as rebuilding exactly the real world, but some margin
of errors is commonly accepted on each design problem. Such errors are so low compared to past
design without computers that major improvements have been achieved or will be achieved in the
near future thanks to computational power. However, the complexity of real physics still needs further
improvement of codes to significantly reduce the experimental cross-check and thus the time and cost
of development of a high-technology product. From now on, computational flow mechanics can be
considered as a mature discipline, but subject to on-going improvements and adjustments to each new
innovative design.
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NUMERICAL CODES

In addition to the standard palette of classical aerodynamics tools such as 2-D and 3-D panel methods,
lifting line theory, full potential flow, and boundary-layer, we use two advanced CFD codes, one
Euler and one Navier-Stokes, which we are going to describe next. They both rely on unstructured
meshes. The first one is based on a Galerkin/finite volume formulation, whereas the later one uses a
Galerkin/least-squares finite element strategy.

3. EULER CODE

In order to describe the numerical ingredients of Dassault Aviation’s Euler code, called Eugénie, we
start with the Euler equations which read:

∂W (x, t)

∂t
+∇ · F (W (x, t)) = 0 (1)

where

W =





ρ
ρV
E



 F (W ) =





ρV
ρV ⊗ V + PId3

(E + P )V





3.1. Weak solutions

An hyperbolic system may not have a regular solution even for a continuous initial data. A weak
solutions of the Euler equations W is such that, ∀φ regular

∫

t≥0

∫

Ωf

W (x, t)
∂φ

∂t
(x, t)dxdt +

∫

Ωf

∫

t≥0

F (W (x, t)) · ∇φ(x, t)dxdt

+

∫

Ωf

W 0(x)φ(x, 0)dx −
∫

∂Ωf

∫

t≥0

F (W (x, t)) · nφ(x, t)dσdt = 0 (2)

3.2. Spatial discretization

The computational domain Ωf is replaced with a Finite Element triangulation Ωh. The triangulation
Th is formed by NT elements denoted Tj ; h is the maximal length of the side of the elements; NS is
the number of vertices in the triangulation.

Ωh =

NT⋃

j=1

Tj , Tj ∈ Th

The spatial integration uses the Finite Volume Galerkin method: for each vertex i of the mesh we
associate a cell Ci obtained by joining the center of gravity of the triangles containing vertex i and the
mid-point of the face to which i belongs.

Figure 7 presents a cell in two dimensions.
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Figure 7. 2-D cell.

These cells form a partition of Ωh:

Ωh =

NS⋃

i=1

Ci

The test functions are taken as the characteristic functions of the cells: they evaluate to 1 inside a
given cell, and to 0 outside.

In the following we will utilize the notations:

• K(i): nodes neighbor of i
• E(i): elements which contain i
• F(e): faces of element e
• S(e): nodes of element (or face) e
• Mij : mid-point of a edge ij
• gi: center of gravity of face opposed to node i
• ∂Cij : ∂Ci ∩ ∂Cj

• ni,j : normal of ∂Cij

• ni: outward normal of Ci

• ηij =
∑

e∈E(i)∩E(j)

∫

∂Cij

ni,jdσ

We can now write
∫

Ωh

∇ · F (W )ϕidx =

∫

Ci

∇ · F (W )ϕidx =

∫

∂Ci

F (W ) · nidσ =
∑

j∈K(i)

∫

∂Ci,j

F (W ) · nijdσ

For a cell i equation (2) reads

mes(Ci)
∂Wi

∂t
+
∑

j∈K(i)

∫

∂Cij

F (W ) · nijdσ +

∫

Γ∩∂Ci

F (W ) · nidσ = 0 (3)
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3.3. Numerical fluxes

Let i and j be two nodes of the triangulation; the numerical flux Φij approximates
∫

∂Cij

F (W ) · nidσ

and represents the flux going through ∂Cij .
In a general manner, Φij can be expressed Φij = Φ(Wi, Wj , ηij). We can rewrite

Φi =
∑

j∈K(i)

Φ(Wi, Wj , ηij) + Φi∞ + ΦiB

where Φi∞ for cell i is the flux coming from infinity and ΦiB the flux on the body.
Equation (3) becomes

mes(Ci)
∂Wi

∂t
+
∑

j∈K(i)

Φij + Φi∞ + ΦiB = 0 (4)

To calculate Φ(Wi, Wj , ηij), different numerical fluxes can be used. Appropriate boundary
conditions define the fluxes Φi∞ and ΦiB .

3.3.1. Modified Lax-Wendroff flux One of the most often used flux is based on a Lax-Wendroff flux
with an extra dissipation (see Billey, 1984; Lax and Wendroff, 1960). It is a predictor-corrector second-
order-accurate centered scheme:

Step 1: predictor

W̃T =
1

mes(T )

{∫

T

W ndv − α∆tT
CFLpred

CFL

∫

∂T

F (W n) · ndσ

}

with:

• mes(T ) volume of element T
• n outward normal vector
• ∆tT = max

i∈S(T )
(∆ti) where ∆ti is a local time step

•
∫

∂T

F (W n) · ndσ ≈
∑

f∈F(T )

F (W
f
)mes(f)nf , où W

f
=

1

3

∑

i∈S(f)

Wi

Step 2: corrector

cΦT
i = β1

∫

T

F (W ) · ∇ϕidv + β2

∫

T

F (W̃T ) · ∇ϕidv

=

[
β1F (W

f
)
T

+ β2F (W̃T )

]
mes(T ) · ∇ϕi|T

where F (W
f
)
T

=
1

#S(T )

∑

i∈S(T )

F (Wi)

Step 3: viscosity

An extra numerical viscosity is added in the region of shocks which are detected using a pressure
sensor introduced by Jameson and Schmidt (see Jameson and Schmidt, 1985)
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vΦij = −λijεij(Wj −Wi)

with:

• λij =
10

3

CFL ∗Mij

∆ti + ∆tj
• M mass matrix
• εij = min(1, χ∆Pij)

• ∆Pij =
|Pj − Pi −∇Pi ·XiXj |
|Pj + Pi −∇Pi ·XiXj |

The Lax-Wendroff flux reads

Φi =
∑

T∈E(i)

cΦT
i +

∑

j∈K(i)

vΦij

The constants were determined by a parametric study

α = 1 +
√

5/2 β2 = 1/2α β1 = 1− β2 χ = 0.8

3.3.2. Peraire-Jameson flux This flux is based on a centered flux with a fourth order viscosity and an
extra second order viscosity in the region of shocks (see Fezoui and Stoufflet, 1989; Selmin, 1989).

We define

W̃ =




ρ
ρV
H




where H is the total enthalpy (H = E + P )
Peraire’s flux reads

Φ(Wi, Wj , ηij) = ηij ·
Fi(W ) + Fj(W )

2
− |λij |

(
ε
(2)
ij (W̃i − W̃j) + ε

(4)
ij D

(4)
ij W̃

)

with

λij =
1

2
(Vi · ηij + ci||ηij ||+ Vj · ηij + cj ||ηij ||)

where D
(4)
ij W̃ approximates the fourth derivative of W̃ :

D
(4)
ij W̃ = W̃j − W̃i −∇W̃ij ·XiXj

= W̃j − W̃i −
1

2

(
∇W̃i ·XiXj +∇W̃j ·XiXj

)

Sensors ε
(2)
ij and ε

(4)
ij are defined using the second derivative of the pressure:

ε
(2)
ij = min(1, k2∆Pij) ε

(4)
ij = 2 max(0, k4 − δ4ε

(2)
ij )

avec ∆Pij défini au paragraphe précédent.
A parametric study showed that k2 = 2, k4 = 1/32 and δ4 = 0.5 give a good compromise between

convergence speed and accuracy. For subsonic flows, the second order viscosity is not necessary
(k2 = δ4 = 0).
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14 ENCYCLOPEDIA OF COMPUTATIONAL MECHANICS

3.3.3. The Lax-Wendroff PSI scheme The fluctuation splitting schemes were introduced by Roe in
the beginning of the 80’s and have been then developed since then, essentially thanks to Deconinck.
In this paper, the fluctuation splitting schemes formalism is recalled. Then, the hyperbolic/elliptic
decomposition of the three dimensional Euler equations is presented. This decomposition leads to an a
coustic subsystem and two scalar advection equations, one of them being the entropy advection. Thanks
to this decomposition, the two scalar equations are treated with the well known PSI scalar fluctuation
splitting scheme, and the acoustic subsystem is treated with the Lax Wendroff matrix fluctuation
splitting scheme. An additional viscous term is introduced in order to reduce the oscillatory behavior
of the Lax Wendroff scheme. An implicit form leads to a robust scheme which enables computations
over a large range of Mach number. This fluctuation splitting scheme, called the Lax Wendroff - PSI
scheme, produces little spurious entropy, thus leading to accurate drag predictions.

4. NAVIER-STOKES CODE

4.1. Description of the code

Dassault Aviation’s Navier-Stokes code, called AETHER, uses a finite element approach, based on a
symmetric form of the equations written in terms of entropy variables. The advantages of this change
of variables are numerous: in addition to the strong mathematical and numerical coherence they
provide (dimensionally correct dot product, symmetric operators with positivity properties, efficient
preconditioning), entropy variables yield further improvements over the usual conservation variables,
in particular in the context of chemically reacting flows (see Chalot and Hughes, 1994; Chalot, Mallet
and Ravachol, 1994).

The code can handle the unstructured mixture of numerous types of elements (triangles and
quadrilaterals in 2-D; tetrahedra, bricks, and prisms in 3-D). In practice mostly triangular and
tetrahedron meshes are used.

The code has been successfully ported on many computer architectures. It is fully vectorized and
parallelized for shared or distributed memory machines using the MPI message passing library (IBM
SP2, Cray T3D, Fujitsu VPP 700, SGI Origin 2000, Bull NovaScale) or native parallelization directives
(NEC SX-4) (see Chalot et al., 1997; Chalot et al., 2001).

4.2. The symmetric Navier-Stokes equations

As a starting point, we consider the compressible Navier-stokes equations written in conservative form:

U,t + F adv
i,i = F diff

i,i (5)

where U is the vector of conservative variables; F adv
i and F diff

i are, respectively, the advective and the
diffusive fluxes in the ith-direction. Inferior commas denote partial differentiation and repeated indices
indicate summation.

Equation (5) can be rewritten in quasi-linear form:

U,t + AiU,i = (KijU,j),i (6)

where Ai = F adv
i,U

is the ith advective Jacobian matrix, and K = [Kij ] is the diffusivity matrix,

defined by F diff
i = KijU,j . The Ai’s and K do not possess any particular property of symmetry or

positiveness.
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We now introduce a new set of variables,

V T =
∂H
∂U

where H is the generalized entropy function given by

H = H(U) = −ρs

and s is the thermodynamic entropy per unit mass. Under the change of variables U 7→ V , (6)
becomes:

Ã0V,t + ÃiV,i = (K̃ijV,j),i (7)

where

Ã0 = U,V

Ãi = AiÃ0

K̃ij = KijÃ0.

The Riemannian metric tensor Ã0 is symmetric positive-definite; the Ãi’s are symmetric; and K̃ =

[K̃ij ] is symmetric positive-semidefinite. In view of these properties, (7) is referred to as a symmetric
advective-diffusive system.

For a general divariant gas, the vector of so-called (physical) entropy variables, V , reads

V =
1

T





µ− |u|2/2
u

−1



 (8)

where µ = e + pv − Ts is the chemical potential per unit mass; v = 1/ρ is the specific volume. More
complex equations of state are treated in Chalot, Hughes and Shakib, 1990.

We would like to stress the formal similarity between the conservation variables U and the entropy
variables V , which can be made more apparent if we write the conservation variables in the following
form:

U =
1

v





1
u

e + |u|2/2





We write ρ in the form 1/v to make the similarities even more apparent. The structures of both sets
of variables are very close. Besides a few sign changes, the temperature is replaced with the specific
volume and the internal energy with the chemical potential per unit mass. Neither set appears as a
natural set of variables to use, and in any case entropy variables are not less natural than conservative
variables.

Taking the dot product of (7) with the vector V yields the Clausius-Duhem inequality, which
constitutes the basic nonlinear stability condition for the solutions of (7). This fundamental property is
inherited by appropriately defined finite element methods, such as the one described in the next section.

4.3. The Galerkin/least-squares formulation

The Galerkin/least-squares (GLS) formulation introduced by Hughes and Johnson, is a full space-time
finite element technique employing the discontinuous Galerkin method in time (see Shakib, Hughes
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16 ENCYCLOPEDIA OF COMPUTATIONAL MECHANICS

and Johan, 1991). The least-squares operator ensures good stability characteristics while retaining a
high level of accuracy. The local control of the solution in the vicinity of sharp gradients is further
enhanced by the use of a nonlinear discontinuity-capturing operator.

We consider the time interval I = ]0, T [, which we subdivide into N intervals In = ]tn, tn+1[,
n = 0, . . . , N − 1. Let Qn = Ω× In and Pn = Γ× In where Ω is the spatial domain of interest, and
Γ is its boundary. In turn, the space-time “slab” Qn is tiled by (nel)n elements Qe

n. Consequently, the
Galerkin/least-squares variational problem can be stated as

Within each Qn, n = 0, . . . , N − 1, find V h ∈ Sh
n (trial function space), such that for all

W h ∈ Vh
n (weighting function space), the following equation holds:
∫

Qn

(
− W h

,t ·U(V h)−W h
,i · F adv

i (V h) + W h
,i · K̃ijV

h
,j

)
dQ

+

∫

Ω

(
W h(t−n+1) ·U

(
V h(t−n+1)

)
−W h(t+n ) ·U

(
V h(t−n )

))
dΩ

+

(nel)n∑

e=1

∫

Qe
n

(
LW h

)
· τ
(
LV h

)
dQ

+

(nel)n∑

e=1

∫

Qe
n

νhgijW h
,i · Ã0V

h
,j dQ

=

∫

Pn

W h ·
(
− F adv

i (V h) + F diff
i (V h)

)
ni dP. (9)

The first and last integrals represent the Galerkin formulation written in integrated-by-parts form.
The solution space consists of piecewise polynomials which are continuous in space, but are
discontinuous across time slabs. Continuity in time is weakly enforced by the second integral in (9),
which contributes to the jump condition between two contiguous slabs, with

Zh(t±n ) = lim
ε→0±

Zh(tn + ε).

The third integral constitutes the least-squares operator where L is defined as

L = Ã0
∂

∂t
+ Ãi

∂

∂xi
− ∂

∂xi
(K̃ij

∂

∂xj
).

τ is a symmetric matrix for which definitions can be found in Shakib, Hughes and Johan (1991).
The fourth integral is the nonlinear discontinuity-capturing operator, which is designed to control
oscillations about discontinuities, without upsetting higher-order accuracy in smooth regions. g ij is
the contravariant metric tensor defined by

[gij ] = [ξ,i · ξ,j ]
−1

where ξ = ξ(x) is the inverse isoparametric element mapping, and νh is a scalar-valued homogeneous
function of the residual LV h. The discontinuity capturing factor νh used in the present work is an
extension of that introduced by Hughes, Mallet, and Shakib (see Hughes and Mallet, 1986; Shakib,
Hughes and Johan, 1991).

A key ingredient to the formulation is its consistency: the exact solution of (5) satisfies the
variational formulation (9). This constitutes an essential property in order to attain higher-order spatial
convergence.
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4.4. Linear solver and residual evaluations

Convergence to steady state of the compressible Navier Stokes equations is achieved through a fully-
implicit iterative time-marching procedure based on the GMRES algorithm (see Shakib, Hughes and
Johan, 1989).

A low-storage extension based solely on residual evaluations was developed by Johan, Hughes and
Shakib (1991). It reveals particularly adapted to parallel processing, where the linear solver often
constitutes a painful bottleneck.

This algorithm has proven extremely efficient on many scalar or vector architectures (cf. Chalot et
al., 1997; Johan, 1992).

4.5. Equations of state

Differents equations of state for the gas mixture are available. Most calculations are performed using
the calorically perfect gas assumption, for which the specific heats cp and cv are constant. Various
models for cases where the gas departs from the calorically perfect gas assumption are implemented.
First, the thermally perfect gas model takes into account the nonlinear behavior of internal energy
modes, such as vibration, with respect to temperature. Calculations were the temperature goes high
enough to enable the chemical dissociation and recombination of gas molecules can be handled using
a 5-species (N2, O2, NO, N, and O) thermochemical equilibrium model for air. Such a model assumes
that chemical kinetics is negligible compared to the dynamic of the flow. In scarce occasions when
this assumption breaks down, one can use a model based on a mixture of thermally perfect gases in
thermochemical nonequilibrium. This last model can deal with any number of species interacting in any
number of chemical reactions. Thermal nonequilibrium effects which describe the exchanges between
molecular internal energy modes are also taken into account by this model.

Transport coefficients are theoretically derived by means of statistical mechanics. In particular, we
use the full multi-component model to describe mass diffusion. This is the only model which can be
shown to guarantee both mass conservation and the correct entropy production. Simpler model such
as Fick’s law simply cannot be used beyond a two-species mixture without seriously degrading the
entropy balance. This model is used with an appropriate set of chemical species to compute jet flows
(see section 13.3).

This crucial ingredient appears in the symmetrization process, which again shows the high level of
consistency between mathematics, physics and numerics in the design of AETHER.
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18 ENCYCLOPEDIA OF COMPUTATIONAL MECHANICS

5. REYNOLDS-AVERAGED TURBULENCE MODELING

Turbulence modeling is one of the key elements in Computational Fluid Dynamics. In the early 80’s, the
use of unstructured finite element methods led to the computation of a full aircraft using a compressible
potential solver (Glowinski, 1984). Since then, both numerical methods and computers have evolved,
and today the same type of computation can be performed using a compressible Navier Stokes solver
(Chalot et al., 1993). In the meantime, few improvements were made to the work of Prandtl, Taylor,
von Karman. . . The turbulence model is still the weak point of viscous calculations at high Reynolds
number. The design of a good turbulence model is not a trivial task; an enormous amount of information
is required to completely describe a turbulent flow since turbulence is inherently three dimensional and
time dependent.

In principle, the time dependent, three dimensional Navier Stokes equations contain all the physics
of a given turbulent flow. One of the difficulties arises from the fact that the largest scales are many
orders of magnitude larger than the smallest scales. To make an accurate simulation of a turbulent flow,
all physically relevant scales must be resolved leading to a number of grid points in the range of Re9/4.
The direct numerical simulation of a full aircraft at cruise speed is not feasible with today’s fastest
computers. Thus, the demand for turbulence modeling will remain strong for some years to come.

Turbulence is characterized by random fluctuations thus obviating a deterministic approach to the
modeling problem. The statistical approach is then preferred. Averaging operations lead to statistical
correlations in the Navier Stokes equations that need to be modeled. Several levels of modelization can
be introduced. We will segregate them into two categories: models using the Boussinesq assumption
(Boussineq, 1877) and second moment closure models. For the latter, each component of the Reynolds
stress tensor is described by a governing equation. This framework is the natural one in which non local
and historic effects are incorporated. For three dimensional flows, a second moment closure introduces
seven equations (more than the number of equations needed to describe the mean flow!) and an even
larger number of closure coefficients... Models which rely on the Boussinesq assumption mimics the
dissipative nature of turbulent flows through an eddy viscosity. Such models may not accommodate
complex effects such as streamline curvature or rigid body rotation, but they keep the number of
extra equations describing the turbulent field (and the number of closure coefficients) reasonable. In
the balance of capturing the essence of the relevant physics and introducing the minimum amount of
complexity, we chose the second option. Overkill is often accompanied by unexpected difficulties that
in CFD almost always translates into numerical problems.

A turbulence model has to be decided upon to compute the eddy viscosity. Here again, we have
to choose among several families of model: algebraic models, one equation models and two equation
models. The implementation of an algebraic model (Baldwin and Lomax, 1978; Cebecci and Smith,
1974. . . ) in a Navier Stokes solver using unstructured grids is not straightforward and was judged not
to be worth the effort. With one equation models, the eddy viscosity depends on flow history, then
such models are more physically realistic. These models, such as Baldwin and Barth (1991) or Spalart
and Allmaras (1994) perform very well for wall bounded flows, but the need to specify a turbulence
length scale still remains. The determination of the length scale can be tricky in shear layer flows such
as mixing layers or wakes. A two equation model alleviates the need for an external prescription of
a turbulent length scale and should therefore be applicable to a wider class of flows. There are many
different two equation models: k − ε, k − ω, k − `, k − k`, to name a few. The variety of models
underscores the lack of generality of any given one which in turn implies that an industrial code must
carry an array of models. To facilitate the introduction of a new turbulence model the mean flow solver
and the turbulence solver are segregated; in addition this strategy allows to apply a specific numerical
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treatment for the turbulence equations.
The extra equation needed for the turbulence models can be re-casted in the general form

∂ρsi

∂t
+∇ · (ρusi)−∇ · ((µ +

µt

σsi

)∇si) = Hi

these equations are convection diffusion equation coupled through their source term. The turbulence
quantities are positive, therefore one is seeking a scheme which enforces this constraint. The positivity
of the turbulence variables is achieved by the combination of two main features: the use of a monotone
discrete advective scheme and the time discretization of the source terms. First we will investigate the
issue of the spatial discretization.

5.1. Monotone scheme for the turbulence equations

Consider the model problem
a · ∇φ−D∆φ = 0

The basic choice to enforce the monotony of the discrete advection diffusion equation would be to
use a first order upwind scheme. In so doing, the sharp gradients are completely smeared out. It is thus
necessary to implement a scheme of higher order accuracy. The scheme chosen is the one advocated by
Struijs, Roe and Deconinck (1991). The main advantages of the scheme, along with its monotonicity
and its low diffusion, are its compact stencil and the fact that all the necessary evaluations are performed
element by element yielding an easy implementation in a Finite Element framework as well as a
straightforward vectorization and parallelization. We must point out that this advection scheme is non
linear. Such an elaborate treatment is needed in order to calibrate the accuracy of the modeling of the
turbulence effects. With too coarse a numerical treatment such as a first order upwinding it is impossible
to analyze the validity of any turbulence model. We want to solve this problem on unstructured meshes
using a scheme that verifies a discrete maximum principle to enforce the positivity of the turbulence
variables. Another requisite is to have a scheme with a compact stencil (for parallelization purposes).

The method of choice is a distributive scheme introduced by Deconinck et al. (1993). We present
a series of distributive schemes: first, a first order accurate monotone scheme, then a second order
accurate non monotone scheme and finally a second order accurate montone scheme based upon the
previous schemes using a limiting technique.

• first order scheme: N scheme
The domain of resolution Ω is divided into triangles (for the sake of simplcity we will restrict
ourself to the 2-D case, the extension to 3-D is straightforward), the discrete solution φh can be
written

φh =

3∑

i=1

φiNi

where Ni are the piecewise linear finite element shape functions. We define F e, the advective
flux on the element

F e =

∫

Ωe

(a · ∇φh)dΩ = |Ωe|
3∑

i=1

φia · ∇Ni = |Ωe|
3∑

i=1

φiki

where
ki = a · ∇Ni
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The flux is distributed depending on the sign of ki:
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Figure 8. Schematics of flux distribution.

If ki > 0, then a enter the element by the face opposed to node i (left case in Figure 8) and all the
flux is put to this node. If the case ki < 0 (right case in Figure 8) the flux needs to be distributed
between the two dowsntream nodes. The discrete flux is then for node i

F e
i = |Ωe|k+

i (φi +
F e/|Ωe|∑3

j=1 k+
j

)

where
k+

i = max(0, ki) and k−i = min(0, ki)

F e
i can be written using a matrix form as

F e
i =

3∑

j=1

Aadv
ij φj

with

Aadv
ij = |Ωe|k+

i (δij +
k−j∑3
l=1 k+

l

)

It is easy to verify that the matrix Aij is such that

Aii ≥ 0

Aij ≤ 0 if i 6= j

The N-scheme is monotone but only first order accurate.
• second order scheme: LDA scheme

For the scheme the numerical flux is defined by:

F e
i = |Ωe|

max(0, ki)∑
j max(0, kj)

∑

j

kjφj

This scheme is second order accurate, but since it is a linear scheme and preserves the linearity
of a solution is not a monotone scheme.
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• second order monotone scheme: PSI scheme
A monotone second order accurate scheme can be constructed from the previous two schemes
using a slope limiting technique as proposed by Abgrall (1999). The new numerical flux is
defined by:

F e
i = `F e

i
N + (1− `)F e

i
LDA

where F e
i

N and F e
i

LDA are respectively the numerical fluxes given by the N-scheme and the
LDA-scheme.
Once again, the choice of ` depends on the sign of ki and for that there are two situations:

– case 1: k1 > 0, k2 ≤ 0 and k3 ≤ 0 we choose

F e
1

N = F e
1

LDA = |Ωe|
∑

j

kjφj

F e
2

N = F e
2

LDA = 0

F e
3

N = F e
3

LDA = 0

then any ` works, and we choose ` = 1.
– case 2: k1 > 0, k20 and k3 ≤ 0 we choose

F e
1 = `F e

1
N + (1− `)F e

1
LDA = (` + (1− `)

F e
1

LDA

F e
1

N )F e
1

N

F e
2 = `F e

2
N + (1− `)F e

2
LDA = (` + (1− `)

F e
2

LDA

F e
2

N )F e
2

N

F e
3

N = F e
3

LDA = 0

Since the N-scheme is montone, a sufficient condition for the PSI-scheme to be monotone
is to have

(` + (1− `)
F e

i
LDA

F e
i

N
) ≥ 0

Let define

ri =
F e

i
LDA

F e
i

N

then if we choose

` = max(`(r1), `(r2))

with

`(r) =

{
r

1−r , r < 0

0, else

we obtain a monotone PSI-scheme.

It is worth noting that in the two target case (case 2 above) the PSI-scheme is a non linear
scheme (even for a linear equation!) since the slope limiter ` depends on the solution φ. We will
see in the time discretization paragraph how to deal with that.
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5.2. Time discretization and linearization of the source terms

Let consider the one dimensional model problem dφ
dt = Sφ where S is a constant. The solution is

φ(t) = φ(0) exp(−St). The solution remains positive with a positive initial condition.
We are going to investigate which scheme: implicit or explicit is best suited to enforce the positivity

of the discrete solution.

• implicit scheme: φn+1−φn

∆t = Sφn+1 which leads to: φn+1 = 1
1−∆tS φn If S > 0 the positivity

constraints limits the time step ∆t < 1
S

• explicit scheme: φn+1−φn

∆t = Sφn which leads to: φn+1 = 1 + ∆tSφn If S < 0 the positivity
constraints limits the time step ∆t < − 1

S

For this problem, depending on the sign of S an implicit or an explicit scheme is preferred. We will
use this remark for the time discretization of the turbulence equations.

For the k − ε model the source terms read

Hk = µtP − 2

3
ρk∇ · u− ρε

and

Hε = C1
ε

k
µtP − 2

3
C1ρε∇ · u− ρC2

ε2

k

It is clear that the source terms can be written as Hi = H+
i − H−

i , with both terms H+
i and H−

i

positive. The time discretization applies as follows H+
i is treated explicitly and H−

i semi-implicitly
(Chalot, Mallet and Ravachol, 1994). The final time discretization for the k − ε model is

Hk = µn
t P n 2

3
ρn∇ · unkn+1 − ρn εn

kn
kn+1

and

Hε = C1
εn

kn
µn

t P n − 2

3
C1ρ

n∇ · unεn+1 − ρC2
εn

kn
εn+1

We present now on the generic form of the turbulence equations the practical implementation of the
PSI-scheme.

ρn(sn+1
i − sn

i )

∆t
+∇ · (ρnunsn+1

i )−∇ · ((µ +
µn

t

σsi

)∇sn+1
i ) = H+n

i −H−n
i

sn+1
i

sn
i

With δsi = sn+1
i − sn

i the above equation can be written as:

ρnδsi

∆t
+ H−n

i

δsi

sn
i

+∇ · (ρnunδsi)−∇ · ((µ +
µn

t

σsi

)∇δsi) =

H+n
i −H−n

i −∇ · (ρnunsn
i ) +∇ · ((µ +

µn
t

σsi

)∇sn
i )

The N-scheme is used for the convective term of the left hand side of the equation, the PSI-scheme is
used for the right hand side of the equation. We notice that the non linearity of the PSI-scheme can be
easily handled since the right hand side only involves values determined at the previous time step.
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5.3. Beyond the Boussinesq assumption

In the eddy viscosity model, the Reynolds stresses and the shear stresses are parallel. In the case
of high swirl flows, it is sometimes necessary to circumvent this hypothesis and take into account
some anisotropic effects. This can be achieved either by a full Reynolds Stress model or through an
Algebraic Reynolds Stress model (Rodi, 1976; Gatski and Speziale, 1992). We present here a version of
an Explicit Algebraic Reynolds Stress Model (EARSM). This model introduced by Wallin et al. (1998)
is a simplified version of a full Reynolds stress transport model and due to its explicit formulation does
not exhibit the usual numerical stiffness of classical Algebraic Stress Models. The EARSM model is
built ontop a two equation turbulence model. The derivation is presented in the case of the k−ε model.

The anisotropy tensor is defined by:

aij =
ρu′iu

′
j

ρk
− 2

3
δij

Under a local equilibrium hypothesis, the sum of the convective and diffusive terms can be neglected
in the Reynolds stress transports equations. An implicit relation can then be written for the anisotropic
part of the Reynolds stresses:

ρu′iu
′
j

ρk
(P − ρε) = Pij − ρεij + Πij

The turbulente kinetic energy k and its dissipationε are determined using the standard k − ε model. In
the model, the production terms P et Pij are exactly computed by

P = −ρu′iu
′
j < ui >,j

and
Pij = −ρu′iu

′
k < uj >,k −ρu′ju

′
k < ui >,k

The dissipation tensor εij and the pressure term Πij need to be modelled. We assume the dissipation
tensor to be isotropic

εij =
2

3
εδij

Classically, the pressute term is split into a “slow” and a “rapid” part. The slow part is computed using
Rotta’s model

Πslow
ij = −C1

ε

k
(ρu′iu

′
j −

2

3
ρkδij) = −C1ρεaij

for the “rapid” term, we use the Launder, Reece and Rodi model (1975)

Πrapid
ij = −C2 + 8

11
(Pij −

2

3
Pδij)−

30C2 − 2

55
ρk(< ui >,j + < uj >,i −

2

3
< ul >,l δij)

−8C2 − 2

11
(Dij −

2

3
Pδij)

with
Dij = ρu′iu

′
k < uk >,j −ρu′ju

′
k < uk >,i

then, the implicit relation for the anisotropic part of the Reynolds stress tensor reads

(C1 − 1− 6C2 + 4

11
τ < uk >,k −tr(aS))a = − 8

15
S +

7C2 + 1

11
(aΩ− Ωa)

−5− 9C2

11
(aS + Sa− 2

3
tr(aS)Id)
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in the above expression, the mean strain and rotation tensors are normalized using the turbulence time
scale τ = ε

k and are defined by:

Sij =
τ

2
(< ui >,j + < uj >,i −

2

3
< ul >,l δij)

Ωij =
τ

2
(< ui >,j − < uj >,i)

The equation for the Reynolds stresses is simplified if one assumes that C2 = 5/9. We obtain

(C1 − 1− 2

3
τ < uk >,k −tr(aS))a = − 8

15
S +

4

9
(aΩ− Ωa)

C1 keeps its classical value: C1 = 1.8.
Standard explicit algebraic stress models (Gatski and Speziale, 1992) assume that the term

P
ρε

= −2

3
τ < uk >,k −tr(aS)

is constant. An extension proposed by Wallin et al. (1998) get rid of this strong hyptothesis
Using tensorial analysis, the anisotropy tensor can be written as:

aij =

10∑

i=1

βlT
l
ij

where T l
ij are function of the tensorial invariants of S and Ω. These invariants read

IIS = tr(S2), IIΩ = tr(Ω2), IIIS = tr(S3), IV = tr(SΩ2), V = tr(S2Ω2)

with
(S2)ij = SikSkj , S

3 = S2S = SS2

T 1 = S
T 2 = S2 − 2

3 IISId T 3 = Ω2 − 1
3 IIΩId T 4 = SΩ− ΩS

T 5 = S2Ω− ΩS2 T 6 = SΩ2 + Ω2 − 2
3 IV Id

T 7 = S2Ω2 + Ω2S2 − 2
3V Id T 8 = SΩS2 − S2ΩS T 9 = ΩSΩ2 − Ω2SΩ

T 10 = ΩS2Ω2 − Ω2S2Ω

We only present the detailed calculation for 2-D flows, the generalization to 3-D flows just involves
more tensor invariants. For a 2-D flow, only T 1,T 2,T 4 and IIS , IIΩ remain. To close the problem, the
βl need to be determined

The method is as follows: let introduce an auxilliary variable N

N = C ′
1 −

9

4
tr(aS)

with

C ′
1 =

9

4
(C1 − 1− 2

3
τ < uk >,k)

The equation for the anisotropy tensor can be written as

Na = −6

5
S + (aΩ− Ωa)
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If we assume N known, it is possible to compute the βl coefficient. In 2-D, there are only 2 non zero
βl which read

β1 = −6

5

N

N2 − 2IIΩ
β4 = −6

5

1

N2 − 2IIΩ

N is solution of a non linear equation, which is for a 2-D flow

N =
C ′

1

3
+ (P1 +

√
P2)

1/3 + (P1 −
√

P2)
1/3

with

P1 = (
C ′

1
2

27
+

9

20
IIS −

2

3
IIΩ)C ′

1

and

P2 = P 2
1 − (

C ′
1
2

9
+

9

10
IIS +

2

3
IIΩ)3

The Reynolds stress tensor arising from the EARSM model can be split into two parts: a part
described by an turbulent viscosity and a purely anisotropic part.

ρu′iu
′
j = −µt(< ui >,j + < uj >,i −

2

3
< uk >,k δij) +

2

3
ρkδij + ρkaani

ij

This interesting feature of the EARSM model is very useful from a numerical point of view. The terms
associated with the eddy viscosity are treated in the standard implicit manner in the Navier-Stokes
solver and the anisotropy terms, which can be viewed as corrections, are treated explicitely.

5.4. Conclusion

The focus of this section was on classical turbulence models and some improvements incorporated into
them for use in engineering applications. The motto was to use the minimum amount of complexity
while capturing the essence of the relevant physics. Nevertheless, a model devised / improved in this
spirit does not pretend to apply universally to all turbulent flows. There is no guarantee that such
a model is accurate beyond its establish database. Thus, the end user must be aware of the model
limitations and analyze the solution accordingly. Furthermore, the Reynolds Averaged Models have
serious theoretical shortcomings in the case of unsteady flows. The Large Eddy Simulation (L.E.S)
can nowaday be viewed as a potential replacement for Reynolds Averaged models in complex flow
situations (unsteady flows, large separations, ...) In LES computations, the energy containing eddies
are actually computed, only the small-scale turbulence has to be modeled. This turbulence is more
nearly isotropic and has universal characteristics; it is thus more amenable to modeling.
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6. LARGE EDDY SIMULATION

The Large Eddy Simulation (LES) can be considered as a mid-point between the RANS approach
where all the turbulent scales are modelled and the DNS where all the turbulent scales are computed.
In an LES simulation, only the largest scales, the scales that contains most of the energy, are computed,
the effect of the smallest scales are modelled. The smallest scale have a more predictable behavior
(inertial range in the energy spectrum) and should be easier to model.

We present here the LES extension of the industrial RANS solver used at Dassault Aviation.
The starting point of an LES formulation is to be able to separate the large scales and the small

scales. This is usually done by applying a filter to the Navier-Stokes equations. Any variable F can be
decomposed into a filtered variable F and a fluctuating part F ′. The filtered variable is defined in the
physical space as a convolution product

F (x) =

∫

Ω

G(x − x∗)F (x)dx∗

where G is the filter applied to the instanneous variable F . For LES simulation, the filters usually used
are the box filter, the gaussian filter and the sharp cut-off filter. This filter is usually used for spectral
simulation.

It is important to remark, that unlike in the RANS approach we generally have F 6= F and F ′ 6= 0.
Moreover, the fact that we actually solve the discretized Navier-Stokes equation can be viewed as a

filtering operation. For example, on a regular mesh with a grid size ∆, the smallest scale that can be
computed is 2∆ meaning that the greatest wave number computable on this grid is kc = π

∆
Futhermore, we assume that the filter and the derivatives commute:

∂F

∂t
=

∂F

∂t

∂F

∂xi
=

∂F

∂xi

This is not true on an irregular mesh. Ghosal and Moin (1995) have shown that this commutation
introduces an error equivalent to the truncation error of a second order accurate scheme.

6.1. Subgrid scale model

When the filter is applied to the Navier-Stokes equations, the equation for the filtered quantities
involves correlations of the unresolved scales that need to be modeled. case.

Just like in the RANS case, then unknown terms are modeled using an extra viscosity,the subgrid
scale viscosity. The equations to be solved have formally the same expression as the RANS equations.
The difference between the LES and RANS methods are

• The LES method requires to solve the unsteady 3-D Navier-Stokes equations. The RANS method
applies to 2-D or 3-D steady or unsteady equations.

• the extra viscosity is given by a subgrid scale model which is more general than a classic
turbulence model.

The subgrid scale model retained here is the Smagorinsky model, the extra viscosity is

νt = (Cs∆)2
√

1

2
SijSij

where S = ∇u +∇tu− 2
3∇ · uI , ∆ is the size of the filter which is taken here as ∆ = |Ωe|1/3, |Ωe|

being the volume of the element.
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The constant Cs can be derived for an homogeneous turbulence following a Kolmogorov cascade
(Lilly, 1987)

Cs =
1

π

(
3Ck

2

)−3/4

≈ 0.18

where Ck = 1.4 is the kolmogorov constant.

6.2. Improvement to the Smagorinsky model

We consider here the flow of two layers of fluid with respective speed of 1 and −1. The transition to
turbulence takes place through a Kelvin Helmholtz instability. The first unstable mode is a 2-D mode
which leads to big 2-D structures, then a 3-D unstable mode triggers the transition to turbulence. The
effect we are interested in is to capture the vortex stretching, typical of a 3-D turbulence, that can be
measured here by the streamwise componant of the vorticity.

This temporal simulation is performed on a box with periodic boundary conditions in the streamwise
direction. The initial condition for the velocity is an hyperbolic tangent profile above which a white
noise of amplitude 10−3 is added. The convective Mach number for this computation is Mc = 0.4

In Figure 9 we present an iso-surface of the streamwise vorticity obtained with the GLS formulation
and the Smagorinsky model. The level of streamwise vorticity is very low and there is almost no 3-D
activity in this flow. The same computation redone with the Galerkin formulation and the Smagorinsky
model gives exactly the same results and thus reveals the culprit: for a shear flow, the Smagorinsky
model is too dissipative.

x
y

z

Figure 9. Smagorinsky model: Streamwise vortivity.

x
y

z

Figure 10. Selective model: Streamwise vorticity.

The Smagorinsky model depends upon the shear stress of the flow and thus is too dissipative for a
flow with a mean shear. An elegant manner to correct this is to look at the physics of the flow. We are
interested by 3-D turbulence, thus we should tell the subgrid model to be active only when the flow
is really 3-D. A fix proposed by David (1995) for a different subgrid scale model is applied here to
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the Smagorinsky model: at a given point A we compute the local vorticity ωA and the average of the
vorticity at the points around A ωA the 3-D character of the flow is then deduced from the angle α
between the two vectors ωA and ωA. Following David the flow is declared to be 2-D if α < 20o and
then not turbulent. The selective Smagorinsky model derived from this procedure reads

νt = HνSmag
t

with

H =

{
1 if α ≥ 20o

0 otherwise

The selection function H tries to characterize the three dimensional behavior of the flow and is based
on an estimate angle of the local voriticity vector and the average vorticity vector in the neighborhood.
A sharp cut-off is used between the two regimes: the subgrid viscosity is set to zero where the
three dimensionality criterium is not satisfied and kept to the value given by the Smagorinsky model
overwise.

This model used with the GLS formulation leads to a real 3-D flow as shown in Figure 10. The
quality of the results was confirmed by comparison with other LES results at higher resolution and the
statistics obtained compared very well with the published results.

The final strategy retained for LES simulation of compressible flows is: Galerkin/Least-Square
formulation and selective Smagorinsky model, as detailed in Chalot et al. (1998).

6.3. LES computation of mixing enhancement

The experimental setup is summerized in Figure 11 (see also Chalot et al., 1999). It consists of a
supersonic and a subsonic flow separated by a splitter plate; downstream of the splitter plate there is
a mixing device. The Mach numbers in the mixing layer are 0.3 for the subsonic side and 1.4 for the
supersonic side. The mixing device consists of a supersonic micro-jet that impinges the subsonic side
of the mixing layer.

In the computations, the wind tunnel are removed; the lower and upper wall are only accounted
for throught the pressure and periodic boundary conditions are used in the spanwise direction. These
simplifications do not impair the significance of the results since we are mostly concerned with the
near field effect of the jet

The configurations of the mixing layer without and with the jet active are presented.
Figure 12 presents the results without the cross jet. The flow first develops Kelvin Helmholtz

instabilities which eventually break down and lead to a fully three dimensional turbulent flow.
Figure 13 and Figure 14 represent cuts in the symmetry plane respectively in the case without and

whith cross jet. In the case with the mixing jet active, the three dimensional flow occurs directly
downstream of the jet. RANS computations (not presented here) were also performed. In the case
without jet, the RANS simulation gives an accurate result but totally fails to predict the mixing
enhancement due to the cross jet.

6.4. Future of LES

LES is a very efficient tool for free shear flow. This kind of flow does not depend too much on the
Reynolds number and with today’s computers realistic configurations can be computed. To apply the
LES methodology to wall bounded flows is a different matter. For these flows, the Reynolds number
effect is very strong. As seen earlier, the LES method requires to resolves the structures which contain
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Figure 11. Schematic of the experiment Figure 12. Subsonic/supersonic mixing layer without jet.

Figure 13. Subsonic/supersonic mixing layer.

Figure 14. Subsonic/supersonic mixing layer with jet.

the energy and these structures can be very small near a wall and the computation at a realistic Reynolds
number (say Re = 106) is a formidable task. For wall bounded flows, the difficulties to be encountered
can be listed

• very fine mesh needed to resolve the scales containing the energy in the wall region (fine mesh
required in both spanwise and normal to the wall direction, the real killer is the spanwise
refinement!);

• implicit time integration required due to the very fine mesh and fast and efficient implicit solvers
(e.g. multigrids);
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• modification of the subgrid model to account for the low Reynolds region in the vicinity of the
wall.

For wall bounded flows, two directions seem to emerge:

• use of wall function to model the near wall region;
• hybrid RANS/ LES method such the “Detached Eddy Simulation” (DES) proposed by Spalart et

al. (1997).

The last method seems more promising towards a “general” turbulence model. Such a model should
be able to automatically detect the region where all the scales can be modeled (RANS approach) and
the region where the energy containing eddies must be resolved (LES). There is work in progress and
some results can be expected soon.
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7. MESH GENERATION

In order to use a CFD code in an industrial setting, the point is not to simply have access to a CFD
code, but to master all the necessary paraphernalia around it. Obviously, as a starting point, one needs
efficient solvers with respect to the available computing resources. Besides, one needs a discretized
geometry to work with: CAD/CAM tools constitute the basis of all geometrical shape design. Once the
desired shape has been modelled, it is fairly easy to discretize it into a surface mesh. One of the great
challenges of CFD is to build a volume mesh from the surface mesh, which meets the requirements of a
Navier-Stokes computation. Whereas the generation of volume meshes for inviscid Euler calculations
can be fairly automated, the construction of Navier-Stokes grids still requires a great deal of human
input and insight. In particular, a lot of care must be taken to cluster mesh points close to the wall in
order to capture the features of the boundary layer.

Mesh generation methods have evolved in time along with the wish to compute more and more
complex flows and geometries.

Early meshes were built using cartesian methods with quadrangles on the boundaries and hexahedral
bricks in the volume. Each vertex is completely defined by an array of indices. This type of regular mesh
is referred to as “structured” (see Figure 15). Node neighbors are implicitely defined by the (i, j, k)
index set.

Figure 15. Typical structured mesh.

The limitation of such meshes appeared quickly with the increasing geometrical complexity of the
models to be computed. Is it possible to accommodate large local concavities or convexities with
regular, non skewed elements? How to handle cuspidal points? A solution might be to use “multi-
block” meshes. As before with structured meshes, the same generation method is used, but the space is
decomposed into as many blocks as there are geometrical difficulties. The simulation code must take
care of the additional task of making the connections between blocks. One can easily imagine that this
technique can turn out quite heavy to operate.

Another much more promising way towards complex geometries is to rely on so-called
“unstructured” meshes. Wall surfaces are described using triangles and volume elements which build
upon these faces are tetrahedra and sometimes prisms. Neighbor connections are no longer implicit;
they must be described through a connectivity array.

Early unstructured meshes (Figure 16) were very poor and numerical codes had to be pretty robust
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to be able to handle them! Generation techniques gradually improved and smoothness increased
dramatically, thus enabling to solve any geometrical problem.

Figure 16. Falcon 50 mesh. Figure 17. F7X mesh.

Several unstructured mesh generation techniques coexist. They all rely on a similar workflow:

(i) define the boundaries of the computational domain;
(ii) specify a cell size and generate nodes;

(iii) connect the nodes;
(iv) (eventually) optimize the geometry of the elements (smoothness and aspect ratio);
(v) (eventually) optimize the connectivity (node neighbors).

In fluid mechanics and especially when a detailed representation of the wall boundary-layer is
searched, the frontal mesh generation method reveals the most appropriate. The space is filled up
one layer at a time starting from the discretization of the wall surface. This technique generates its
own free-stream boundaries and enables a fine control of the mesh size close to the wall. Nodes are
located in a way suitable for the calculation of the near-wall velocity profiles. Such a mesh is presented
in Figure 17. It must be contrasted with the mesh of Figure 16 whose sole quality in its time was to
connect the nodes together and to be computable.

Progress has still to be made towards a greater automation of the mesh generation algorithms
decribed above. This automation might see computation overcome experimentation with substantial
cost reductions, and will in any case allow the simulation of even more complex phenomena for which
for instance the model can vary in time: as the geometry evolve in time, wall and volume meshes will
have to deform, adapt, and eventually rebuild themselves. Figure 18 shows an example of an adapted
mesh where different geometrical scales are present: the model is about 12 cm long and the nose radius
does not exceed 1 mm. Mesh clustering near the wall is required to capture the features of the boundary
layer; adaptive remeshing was able to enrich the mesh in the shock regions (detached bow shock and
shock induced by the separation at the compression corner) and to capture the slip line where both
shocks interact.
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Figure 18. Hyperboloid Flare: mesh.

8. VALIDATION
Validation is a key ingredient to building confidence in order to be able to apply codes to new
configurations.

We initiated the developement of our major codes in the late 80’s at the time of the Hermès
space plane program. A major research and development project was lauched then in Europe
which led to unprecendented advances in numerical analysis, Computational Fluid Mechanics, flow
thermophysics. . .

Several Workshops (Dervieux et al., 1989; Dervieux et al., 1986; INRIA and GAMNI-SMAI, 1990;
INRIA and GAMNI-SMAI, 1991) were organized to bring together people from the experimental
world and numerical analysts. They designed challenging test cases with CFD code validation in mind:
the geometries were simple enough to be computed on the machines available then; the experiments
were set up with detailed instrumentation (pressure, friction, and heat flux measurements); a great care
was given to clean boundary conditions: a case specified as a 2-D case tried to avoid as much as possible
side effects; a difficulty scale enabled a systematic check of every element of a CFD code: 2-D vs. 3-D,
inviscid vs. viscous, perfect gas vs. equilibrium and nonequilibrium thermochemical effects, catalytic
vs. perfectly non-catalytic surface conditions, laminar, transitional and turbulent flow, with or without
radiative effects. . . Such a careful validation was a premiere and the only way to face the extrapolation
from ground testing to flight with enough confidence. Ground testing facilities made also considerable
progress at that time, in particular in the field of high enthapy flows.

A large validation effort in the European aeronautical industry started in the nineties with European
Commission funding. We can mention a few European projects among others: EUROVAL, ETMA,
ECARP, AVTAC, EUROPIV, LESFOIL, FLOMANIA. . . The reader is referred to Vos et al. (2003) for
a more detailed description of major European Navier-Stokes solvers and their validation.
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9. CODE INTERFACE

We feel that in an industrial setting, the user should ideally interact with the software through an
interface which is specialized to the application. He does not need a fancy Graphical Unser Interface or
GUI with a million options to choose from. For an aeronautical application, one should have to specify
a Mach number and an altitude and press compute. It should be as easy for the user to run a basic test
case with a few hundred mesh points on a PC as a complete aircraft configuration with engines and
nacelles with possibly tens of million nodes on a massively parallel computer. The system should be
able to take care of standard boundary conditions and algorithmic parameters in a transparent way for
the user. In our experience, an industrial user should not have to bother beyond step numbers and CFL
numbers. Moreover the codes should be scriptable in order to be easily integrated into design loops
(optimization or multidisciplinary applications) or simply to perform parametric studies (parameter
sensitivity, polar curve calculations over a range of angles of attack. . . ).
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10. MILITARY APPLICATIONS

10.1. Inlet design

When the Rafale inlet was designed in the late 70’s, advanced CFD was still in its infancy. Designing
such an inlet with no inside device nor moving part for supersonic flight was a challenge at the
time. Extensive wind tunnel testing was conducted to study the intake placement. Many different
configurations were tested: side mounting as in the Mirage series, low configuration, and intermediate
semi-low configurations which was eventually adopted (see Figure 19).

Figure 19. Inlet design.

An early optimisation loop based on a supersonic potential flow code was used to optimize the shape
of the forebody. Euler calculations were then performed to check the quality of the flow at the entry
plane of the inlet. Recent work has shown that modern optimum design tool such as the one described
in section 14 can a posteriori validate this design. CFD was also used to check the implantation of new
equipment such as antennas (see section 16.3).

In any case, inlet design will remain a challenge for the engineer. New concepts with highly curved
ducts may see the limit of traditional turbulence models (see section 5) and require advanced models
such as DES or LES (see section 6).

10.2. Store release

Modern military aircraft carry a high number of various stores at various locations. Flexible operational
requirements(large range of Mach number, altitude and angles of attacks) are also demanded. These
elements all lead to a need for a large number of complex store integration studies. A design strategy
that combines wind tunnel tests, CFD computations and flight test must be defined. Large scale
wind tunnel tests are performed with complex devices that allow an independent positioning and
measurement of aerodynamic coefficients for the aircraft and the store (see Figure 20). Both flight
tests and wind tunnel tests are quite costly which justifies significant computational efforts.

Several levels of numerical simulation can be considered. Configurations with many stores and
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transonic Mach number flows are examples of situations where Euler computations can be required.
Store integration studies require the capability to change easily the location of the store, to predict
the impact of the store on the aerodynamic coefficients and the efficiency of the control surfaces of
the plane. This application of CFD illustrates the need to develop complex and flexible simulation
tools which include various modules that are used sequentially: mesh generation, mesh deformation,
and mesh partitioning tools, flight mechanics modules (aircraft and missile) and various CFD solvers
(Alleau et al., 1996). At Dassault, the CFD code usually selected for these simulation is the Euler code
Eugenie described in section 3. The numerical formulation relies on either a Finite volume Galerkin
approach with Osher’s Riemann solver and a 2nd order extension (Dervieux et al., 1993) or a modified
Lax Wendroff scheme. Explicit or preconditionned implicit solvers can be used.

The mesh generation strategy implemented at Dassault proceeds with the following steps: a mesh
is created for the aircraft, meshes are created for each store, for a given store configuration (or when
a store moves along its trajectory) a hole is created in the aircraft mesh, the store with its mesh is
inserted and the meshes are connected leading to a single unstructured mesh. This approach leads to a
good quality mesh close to the store and requires very low CPU resources for mesh evolution when the
store moves. This technique is illustrated in Figure 22.

Store trajectory prediction is illustrated by the study of a cruise missile under a Rafale on Figure 23,
and a cruise missile under a Mirage 2000 on Figure 24.

Figure 20. Store release testing at S1 Modane. Figure 21. Euler computation of store release.
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Figure 22. Mesh insertion for store release.

Figure 23. Rafale.
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Figure 24. Mirage 2000.
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10.3. High angles of attack and vortical flow

The flow over a delta wing at high angle of attack is characterized by a complex vortex structure
and possible vortex breakdown. Accurate prediction of wing lift requires a good prediction of these
vortices since the high velocity associated with the leeward vortices is associated with low pressure,
while vortex breakdown will lead to a loss of lift. Figure 25 presents the vortex structure over a military
wing at Mach 0.2 and an angle of attack of 25 degrees. A blunt generic forebody is included to avoid
possibly unsteady cone vortices associated to a typical forebody. Slats are deflected at different angles.
Three vortices are identified: one originating from the wing fuselage junction and two from each of
the two slats. Computations have been performed with a two layer k-ε model and with an Explicit
Algebraic Reynolds Stress model, the latter model yields improved results.

New generation stealth aircraft are characterized by shapes that combine flat surfaces and sharp
angles. Complex vortical flow structures are generated even for low angles of attack. This is illustrated
on Figure 26 where the flow structure over a recent UCAV (Unmanned Combat Air Vehicule) is
presented. The onset and amplitude of the vortices must be computed accurately because they have
an impact both on the control of the aircraft and on the fatigue life of its structure.

Figure 25. Mirage 2000 delta wing with generic fuselage. Figure 26. UCAV at high angle of attack.
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11. CIVIL APPLICATIONS

11.1. Falcon F7X, PSP’s, and ETW

The performance specifications for the new Falcon 7X business jet (high cruising speed, extended
range, high climb rate, and short runway access) have guided the design of its aerodynamic architecture.
Its new wing features include an increased leading-edge sweep angle, a high aspect ratio, and thin
airfoil sections leading to an uncommon flexible structure. The complex phenomena involved implied
a new approach to aerodynamic design. Intensive use of the most advanced modelization tools was
made during the design process, including 3-D Navier-Stokes simulations as well as the most modern
wind tunnel testing techniques and measurement tools, such as the European Transonic Windtunnel
(ETW) and Pressure Sensitive Paint (PSP).

11.1.1. Numerical modeling The combination of detailed flow physics modeling and parallel
supercomputing have revolutionized aerodynamic design. The Falcon 7X wing has been designed
using an iterative process which makes intensive use of automated optimization software and numerical
simulation. Both tools can generate tens of different wing shapes at lower cost. The shapes are analyzed
computationally to yield the best compromise between cruise drag and usable lift range.

The best shapes are then tested in wind tunnels to validate the results. Problems observed during
testing are corrected by reiterating the process. By combining the most advanced theoretical analysis
with an immediate comparison of the lastest experimental results, engineers can reduce the total
number of development tests required prior to describing the final shape of the airplane.

11.1.2. The ETW cryogenic wind tunnel The ETW wind tunnel is located near Köln, Germany. A
modern testing facility funded and managed by France, Germany, the UK, and the Netherlands, the
tunnel was initially designed for Airbus commercial aircraft programs. ETW went into service in 1993.
It is a world-class wind tunnel which can simulate on reduced scale models the real flight conditions of
an airplane cruising at high altitude, reproducing the actual Mach and Reynolds numbers. Traditional
wind tunnels cannot reach the highest values of Reynolds numbers seen by full-scale airplanes in
flight. Consequently engineers must correct the wind-tunnel global figures, sometimes using empirical
transposition rules.

Models in ETW are not placed in room-temperature air flow as in a conventional installation. Very
low-temperature (down to 110 K) pure nitrogen is piped in at pressures of up to 4.5 bars. Under the
combined effect of high pressure and low temperature, exact flight conditions are recreated on a given
model scale. This requires electrical power of 55 MW. In addition, the liquid nitrogen mass flow rate
used to keep temperatures at 110 K can reach 150 kg/s (this represents 20 semi-trailers per hour!).

Dassault Aviation used ETW for the Falcon 7X program. The wind tunnel is especially well
suited to validate new wing shapes and to shed light on local phenomena, such as buffeting and
aeroelastic deformation. Progress in numerical modeling and experimental techniques make for a
perfect symbiosis: ETW tests validate the design choices made for the Falcon 7X wing and, in minute
detail, the actual precision of the calculation results. Without the cryogenic wind tunnel, there would
be no way to gauge the trustworthiness or operating limits of numerical models.

11.1.3. Results The ETW results obtained in early 2002 confirmed the relevance of our new
approach. The experimental/calculation comparison is very good and validates our use of numerical
models (see Figure 27). Information about performance under actual flight conditions improved the
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procedures and transposition rules for all the traditional wind tunnels used in the full development of
the Falcon 7X. We were able to compare the performances of a complete model of the aircraft in its
current design to those of the Falcon 900EX in the ONERA S2 Modane wind tunnel. For example, at
a cruise Mach number of 0.85, the Falcon 7X has the same lift limit as the F900EX at Mach 0.80 and
shows a potential gain in lift to drag ratio of 15%.

Figure 27. Comparison between Navier-Stokes calculation and ETW.

11.1.4. Pressure sensitive paints Figure 28 illustrates the progress achieved in both numerical
simulations and experimental measurement techniques. Pressure values used to be available only at
discrete locations on the wind tunnel model through intricate devices drilled in the model. Pressure
Sensitive Paint (PSP) techniques developed at ONERA yield surface pressure maps comparable to
those obtained with standard CFD post-processing packages. PSP’s are less intrusive and more reliable
(pressure taps can get clogged, and connection with the data acquisition system can be damaged).
Moreover, they provide a more detailed piece of information. Unsteady extension is even under
development.

Figure 28 presents the experimental result on the right, and two Navier-Stokes computations. The
numerical result on the left does not take into account the deformation of the model in the wind tunnel;
the caluculation presented in the middle does: it matches the experiment more closely.

Figure 29 shows pressure coefficients on a complete F7X configuration with engines and stabilizers.
This turbulent Navier-Stokes results is to be contrasted with the historical potential flow calculation
(see Figure 4) obtained twenty years ago.
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Figure 28. Comparison between Navier-Stokes calculation and PSP’s.
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Figure 29. Falcon surface pressure.
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11.2. Low speed, high lift and ground effect

Numerical simulations can be used to caracterize the aircraft aerodynamic behavior in ground effect.
Inviscid flow computations with a slip boundary condition on the ground have been shown to be
sufficient to evaluate the variations of lift, pitching moment and induced drag as the airplane approaches
the ground. A detailed analysis of the flowfield shows the impact of the ground on the induced
downwash on the wing and on the horizontal tail surface.

Figure 30. F7X wind tunnel testing with ground effect. Figure 31. Euler computation of ground effect.
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11.3. Airbrake efficiency

The combination of new developments in unstructured mesh generation and an increasing computing
power have lead aerodynamicists to perform computations around complete aircraft under flight
conditions different from classical cruise. One such a case is the computation of an emergency descent
at high speed with extended airbrakes. The same aircraft configuration though at a lower speed can
be encountered during high slope approaches to airports such as London City or Aspen, CO. The
computations presented herein have been performed by solving steady RANS equations. They provide
valuable information on the drag increase caused by the extension of the airbrakes. Loads on the aircraft
and airbrake hinge moments can also be predicted numerically for structural design purposes. Recent
developments in new numerical models such as Detached Eddy Simulation will increase the accuracy
of these massively separated flow computations in the near future.
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Figure 32. Airbrake efficiency.

Figure 33. Airbrake efficiency.
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11.4. Inlet design

The design of an S-duct shaped inlet is challenging. The inlet must provide a flow with the minimum
of distorsion in the compressor plane. The pressure loss in the inlet directly affects the thrust of the
engine, and the irregularities of the flow can stall the compressor. The level and the spatial location
of the pressure losses must be accurately predicted. A RANS calculation of the Falcon 50 S-duct is
compared with experimental data in figure 34. The simulation uses a k − ε model and the agreement
with the measurements can be improved with an anisotropic model such as the EARSM.

Figure 34. F50 Inlet design.
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12. SPACE APPLICATIONS

12.1. Hermès space shuttle and high-temperature hypersonic flows

The first application of the NS code based on the Galerkin/least-squares approach was the aerothermal
design of the Hermès space plane in the early 90’s. This is illustrated by the calculation of the flow
over the canopy of Hermès. It was performed at the most critical point on the reentry flight path for
the windshield design: the altitude is 60 km, the Mach number is 20 and the angle of attack is 30
degrees. At this altitude the Re/m is 120,890. The equilibrium real gas hypothesis was used along with
radiative boundary conditions. The mesh includes approximately one million elements. The surface
mesh is presented in Figure 35. The finite element approach allows mesh refinement and a precise
representation of the details of the geometry in the windshield area. Considerable mesh density is used
in the direction perpendicular to the wall. Stanton number isolines are presented in Figure 36. Complex
flow structure is observed. Detailed discussion of Navier-Stokes calculations related to the aerothermal
design of Hermès can be found in Naı̈m et al. (1993) and Hagmeijer et al. (1994).
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Figure 35. Hermès space shuttle: surface mesh.

X

Y

Z

Figure 36. Hermès space shuttle: Stanton number.
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12.2. Crew Rescue Vehicule

The second example concerns the transonic assessment of a Crew Rescue/Crew Transfer Vehicle.
Intensive parallel computing was used during the design process of the Crew Rescue/Crew Transfer

Vehicle. Starting with the X-24, the final shape has been selected by NASA for its Crew Rescue Vehicle,
and was at some point the basis for the European Crew Transfer Vehicle. The transonic optimization
of such a spacecraft required numerous detailed computations of the complex flow between the main
body and the winglets. Thanks to the NEC SX-4 installed at NLR, key ingredients to the design, such
as multi-point lift-versus-drag and pitching-moment-versus-angle-of-attack curves, could be computed
overnight. Eight processors were used routinely on meshes made up of about 220,000 nodes for
symmetric configurations. This design project was the first project to rely on the ability to perform
a complete shape computation with overnight turn over. The reader is referred to Chalot et al. (1997)
for further details about the design of the CRV/CTV.

For the purpose of illustration, we have selected an unsymmetrical configuration past one of the
many spacecraft shapes which were considered in the design iteration process: the free-stream Mach
number is 0.95, the angle of attack 20◦, and the side-slip angle 5◦. A view of the surface mesh is
presented in Figure 38. The complete three-dimensional mesh contains about 500,000 nodes.

Figure 37. X-38.

Figure 39 shows the pressure-coefficient contours on the surface of the CRV/CTV; it gives an idea
of the complex flow pattern which surrounds the vehicle.
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Figure 38. CRV: surface mesh.
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Figure 39. CRV: surface pressure.
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13. FUNDAMENTAL STUDIES AND RESEARCH WORK

13.1. Flow control

The quest for more efficient designs is a constant in the aeronautical industry. The improvement of
the aerodynamic efficiency of airfoils and wings has been for a long time a preoccupation for both
researchers and engineers. Flow control allows to change the flow around a given geometry without
actually modifying the geometry itself. Some realisation can be listed: boundary-layer suction, vortex
generators. . . Most of the past attempts were based on a trial an error approach and their results were
mediocre; for instance inadequate fabrication quality impaired the efficiency of laminar design.

The better understanding of turbulence mechanisms and flow stability allowed important
breakthroughs in flow control techniques: micro blowing for high angle of attack vortex flow control,
boundary-layer separation control leading-edge vortex control or jet mixing enhancement.

More generally flow control benefits from the insight provided by new diagnosis tools like
instantaneous flowfield measurement (PIV) or unsteady numerical simulations.

Flow control is a transverse discipline with application for both military and civil aircrafts. For a
military aircrafts the aim is to improve its agility, to regularize the global aerodynamic efforts and
moments or minimize its detectability. Forebody, wing leading edge, air inlet leading edge and duct,
weapon bay and engine nozzle are prime candidate to accomodate control devices. For civil aircrafts
the targets of flow control are less aggressive due to certification requirements. Nevertheless, flow
control can lead to drag reduction, extended buffet limits or noise reduction.

13.2. Forebody control at high angle of attack on a military aircraft

At high angle of attack, the fin operates in a separated flow and becomes inactive. It is thus suitable to
manipulate the flow at the extreme forebody of the nose, which is naturally very unstable due to the
unsymmetrical emission of alternate vortices (see Figure 40).
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Figure 40. Forebody vortex control.

The optimization of the micro blowing devices has been conducted with experiments on generic
models such as cones. Their efficiency was proven on a fighter aircraft model: the forebody yawing
moment was comparable and even higher than the yawing moment produced by a 20◦ deflected rudder,
and remained effective at angles of attack for which the rudder efficiency drops down.
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Numerical simulations with the Navier-Stokes code described in section 4 have been performed
for validation purpose and to analyze and understand the effect of the foreward axial micro jets on
the forebody vortices. The microblowing is a very efficient mean (very low injection flow rate) to
symmetrize or dissymmetrize the forebody vortex shedding, and thus generates very significant lateral
efforts. By an alternate left / right blowing at a given frequency, it is possible to modulate the yawing
moment to a desired value.

13.3. Jet mixing enhancement

The objective is to find control devices to increase of the mixing rate of engine jet and thus reduce the
infra-red signature and alter the noise emission. Control applied at the nozzle, either by fluidic devices
like pulsed synthetic jets or by vibrating mechanical devices has been extensively studied.

A manipulation of the free shear layers a small distance downstream of the nozzle, by radial
continuous and pulsed injection is considered here. Figure 41 presents a numerical comparison of the
non adapted jet with and without control. It can be seen on this iso-Mach comparison that the spreading
rate is significantly increased.

The leading actors are the longitudinal vortices generated by the normal interaction between the
injector and the main jet, which accelerate the initial mixing between the jet and its environment. The
trace of these vortices can be seen in Figures 42 and 43 which present the Mach number and the
tubulent kinetic energy in a plane perpendicular to the jet.
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Figure 41. Jet with and without blowing.
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Figure 42. Mach number. Figure 43. Turbulent kinetic energy.

Encyclopedia of Computational Mechanics. Edited by Erwin Stein, René de Borst and Thomas J.R. Hughes.
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14. SHAPE OPTIMIZATION

Automatic aerodynamic shape optimization will have a huge impact on design. It is described and
illustrated in this section. Significant and continued effort (see Daumas et al., 2002; Daumas et al.,
2002; Daumas et al., 2002) has allowed a transition from a research topic to a design tool. Progressively
more powerful processes are developed with more complex objectives and constraints and more
accurate models: from 2-D to 3-D; from potential flow to Euler and Navier-Stokes. This already leads
to better design and reduced design cycles.

In the first part, we give a description of the different modules within the considered optimization
loop. The main particularity of our loop is its CAD-based aspect. CAD parameters are the design
variables and their control is automatically driven by the optimizer.

In the second part, results of different wing optimizations on a full aircraft geometry, including
wings, body and nacelle of a Dassault generic business jet (computed in the transonic domain).

14.1. Implementation of the overall optimization system

As shown in Figure 44, the optimization process requires the coupling of a certain number of tools.
The Dassault Aviation code SOUPLE enabling these kind of computations, needs elementary modular
tools like the optimizer which drives the process, the geometric modeller which allows geometric
deformations, the CFD solver which provides the aerodynamic response, the cost function tool which
gives the cost function evaluation and the related constraints. The modular tools can be written in any
language. To link all these tools, SOUPLE is written in PERL which allows for improved modularity
(see Schwartz, 1995 for more details) .

14.2. The optimizer

The optimizer has a crucial contribution to the optimization process. Indeed, this tool will pilot
the whole process by analyzing different values of the cost function and the related constraints
and their sensibility with respect to the design parameters. The outputs of the optimizer are a new
set of parameter values for which it is necessary to provide, on the one hand the cost function
and the associated constraints and on the other hand their derivatives. In the current study, we use
the optimizer developed at Dassault Aviation. This code is based on gradient evaluations which
should be calculated either by finite differences or by adjoint formulation as explained later. The
different available optimizers are Broydon-Fletcher-Goldfarb-Shanno (BFGS) for the unconstrained
cases (Polak, 1971) and the Method of Feasible Directions for the constrained cases (Zoutendijk,
1960). The one-dimensional search is performed by either the Golden Section Method or Polynomial
Extrapolation.

14.3. The geometric modeller

In order to obtain an efficient optimization system, a CAD-based modeller has been implemented
giving access to a number of design variables for a given reference geometry. The wing is defined by
a number of sub-elements defined by a set of spatial positions, tangents and curvatures. The definition
of a new geometry is obtained by means of design variables defining either global wing geometric
characteristics such as thickness,camber,twist,sweep etc, or local design variables.

Once the geometry is modified, a new surface mesh is generated. The latter is defined through the
initial surface mesh. Indeed, we consider that the initial points are orthogonaly projected on the new
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Figure 44. Overview of the Optimization process SOUPLE

surface.
The relationship between the CAD parameters and the meshes is plotted in Figures 45 and 46 where

we can seen how both entities behave when the twist angle for one wing section is changed. Figures 47
and 48 show a similar comparison obtained by changing the spatial positions and tangents for few CAD
points from the same wing section (upper surface) while keeping the wing thickness constant. As can
be seen, the modeller has moved also points from the lower surface in order to respect the constraint of
thickness.

14.4. The state equation

The flow solver used in the current work is the Dassault CFD solver EUGENIE based on the Euler
equations (see section 3). As the main features of this code, we can list: 2-D [axisymetric], 3-
D - conservative variables - steady/unsteady ( 2nd order temporal scheme ) - unstructured meshes
mono/multi domains (complex configurations with wing, body, tail, control surfaces, nacelles, motors,
air intakes, nozzles, stores. . . ), - Finite Volumes cell vertex formulation - spatial centered schemes
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Figure 45. CAD and Meshes evolution
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Figure 46. CAD-Profile evolution
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Figure 47. CAD and Meshes evolution
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Figure 48. CAD-Profile evolution

(Lax-Wendroff,...) or upwind (Osher), large range of Mach number, perfect or real gas, chemistry -
implicit strategy - dual time step - transpiration condition for moving boundaries - A.L.E, non galilean
references techniques ...

In the test cases presented the Lax-Wendroff scheme was used to solve the Euler equations.

14.5. The cost function and related constraints

In the current optimization process, the available cost function is based on the 6 global aerodynamic
coefficients (pressure drag, lift, pitching moment. . . ), on the spanwise lift distribution on the wing or
local pressure distribution on the aircraft.

Optimization process constraints can be divided into three parts. First, there are the bounding
boxes constraints concerning all optimization variables. These constraints are dealt by the optimizer.
Constraints can also be imposed on particular design variables such as the thickness of the wing, or the
leading edge radius. Respecting these constraints is assumed by the CAD-modeller as shown in Fig.
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47 and 48. Finally, other constraints concern the different aerodynamic coefficients. These constraints
can be considered either by penalization in the cost function using weight factors or by optimization
subjected to non-linear equality and/or inequality constraints (even with their absolute value).

14.6. The gradient evaluation

The general formulation of a shape optimization problem has been introduced by many authors: Cea
(1981), Pironneau (1984), Jameson (1988), Cornuault et al. (1992), and Dervieux et al. (1994). To
reduce computational costs and avoid numerical problems, analytical derivatives should be preferred
to standard finite differences techniques. To make use of automatic differentiation tools, we choose
an approach called discrete sensitivity analysis (Dinh et al., 1996). It consists in applying the control
theory to the discrete equations.

The mathematical formulation of a shape optimization problem is:
Find a shape µ∗ ∈ O (a family of shapes) such that

• µ∗ = arg min
µ∈O

j(µ) where j(µ) denotes a cost function given by j(µ) = J(µ,W(µ)) and

W(µ) is the state-vector solution to the state equation E(µ,W(µ)) = 0
• the constraints g(µ) = G(µ,W(µ)) are respected, i.e. for each component of g, we have

gi(µ) ≤ 0.

We note f(µ) = F(µ,W(µ)) = (J(µ,W(µ)),G(µ,W(µ))) the vectorial observation composed by
the cost and constraints functions. To solve the previous problem, we have to compute the gradients of
this observation with respect to the design variables µ.

In the following equations, µ is split into two groups of variables: l is supposed to represent design
variables such as the angle of attack α, and ν is supposed to represent geometric design variables which
are linked to d the surface displacement given by our CAD modeller, as defined in paragraph 14.3.

14.6.1. The transpiration condition approach In the first optimization approach developped by
Dassault Aviation , body shape deformations were taken into account via an equivalent normal velocity
distribution on the body, which is computed using surface normals. This hypothesis is valid for ‘small’
deformations and allows us to avoid deforming volume meshes (see Lighthill, 1958).

Considering the derivatives of f(µ) and of the state equation, we obtain the following system of
equations:





E(l,d(ν),W(µ)) = 0 (state)
∂E

∂W
(l,d(ν),W(µ))[

∂W

∂l
,
∂W

∂ν
] = −[

∂E

∂l
,
∂E

∂d

∂d

∂ν
] (state derivative)

f ′(µ) =
∂F

∂µ
(µ,W(µ)) (optimality)

(10)

Using these notations, this leads to the direct formulation:





dF

dl
=

∂F

∂l
+

∂F

∂W

∂W

∂l

dF

dν
=

∂F

∂d

∂d

∂ν
+

∂F

∂W

∂W

∂ν

(11)
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Introducing an adjoint state Ψ,





E(l,d(ν),W(µ)) = 0 (state)

[
∂E

∂W
(l,d(ν),W(µ))]TΨ(µ) = [

∂F

∂W
(µ,W(µ))]T (adjoint state)

f ′(µ) =
∂F

∂µ
(µ,W(µ)) − < Ψ(µ),

∂E

∂µ
(µ,W(µ)) > (optimality)

(12)

Using these notations, this leads to the adjoint formulation:





dF

dl
=

∂F

∂l
−ΨT

∂E

∂l

dF

dν
= [

∂F

∂d
−ΨT

∂E

∂d
]
∂d

∂ν

(13)

The introduction of the adjoint problem resulted from the application of control theory on the
continuous system where the flow equations are viewed as a constraint. More details can be found
in Lions (1968) and Dinh et al. (1996). This analysis can be directly performed on the discretised
system with the help of automatic differentiation tools, such as ODYSSEE (Rostaing, Dalmas and
Galligo, 1993).

In system (12), the evaluation of gradient f ′ is done at the cost of one extra linear equation, namely
the adjoint equation for each component of F . This is the main advantage over traditional finite
differences techniques where this extra cost is linear in terms of the size of ν.

However, the complete evaluation of f ′ requires also the computation of ∂F/∂W and ∂E/∂ν,
which needs inputs from other tools than the CFD solver, namely the geometric modeller and the
post-processing package (for example drag computations).

14.6.2. The mesh deformation approach In order to be not limited to ‘small’ deformations and lifting
surfaces, we develop a new approach to take into account body shape deformations. Instead of the
approximation made by the transpiration condition, we extend the surface displacement given by the
CAD modeller to the volume mesh by a laplacian-like mesh deformation operator:

L(d(ν),D(ν)) = 0

We solve the following problem:





−∇.(κ∇D(ν)) = 0

D(ν)|Γ0
= d(ν)

D(ν)|Γ∞ = 0
(14)

where Γ0 is the surface, Γ∞ is the infinite limit of our mesh, and κ is a local coefficient which is
proportionnal to the volume of the tetrahedron.

Considering the derivatives of f(µ), of the state equation, and of the mesh deformation equation, we
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obtain the following system of equations:




E(l,D(ν),W(µ)) = 0 (state)
∂E

∂W
(l,D(ν),W(µ))[

∂W

∂l
,
∂W

∂ν
] = −[

∂E

∂l
,
∂E

∂D

∂D

∂ν
] (state derivative)

L(d(ν),D(ν)) = 0 (mesh deformation)
∂L

∂D
(d(ν),D(ν))

∂D

∂ν
= −∂L

∂d

∂d

∂ν
(mesh deformation derivative)

f ′(µ) =
∂F

∂µ
(µ,W(µ)) (optimality)

(15)

Using these notations, this leads to the “total” direct formulation:





dF

dl
=

∂F

∂l
+

∂F

∂W

∂W

∂l

dF

dν
=

∂F

∂D

∂D

∂ν
+

∂F

∂W

∂W

∂ν

(16)

Introducing an adjoint state Ψ, we have:





E(l,D(ν),W(µ)) = 0 (state)

(
∂E

∂W
(l,D(ν),W(µ))]TΨ(µ) = [

∂F

∂W
(µ,W(µ))T] (adjoint state)

L(d(ν),D(ν)) = 0 (mesh deformation)
∂L

∂D
(d(ν),D(ν))

∂D

∂ν
= −∂L

∂d

∂d

∂ν
(mesh deformation derivative)

f ′(µ) =
∂F

∂µ
(µ,W(µ)) − < Ψ(µ),

∂E

∂µ
(µ,W(µ)) > (optimality)

(17)

Using these notations, this leads to the formulation with the direct mode for the diifferentiation of
the mesh deformation equation and the adjoint mode for the differentiation of the state equation:





dF

dl
=

∂F

∂l
−ΨT

∂E

∂l

dF

dν
=

∂F

∂D

∂D

∂ν
−ΨT

∂E

∂D

∂D

∂ν

(18)

Introducing adjoints for the differentiation of the state and mesh deformation equations, we have:





E(l,D(ν),W(µ)) = 0 (state)

[
∂E

∂W
(l,D(ν),W(µ))]TΨ(µ) = [

∂F

∂W
(µ,W(µ))]T (adjoint state)

L(d(ν),D(ν)) = 0 (mesh deformation)
∂F

∂D
(l,D(ν),W(µ)) −ΨT

∂E

∂D
(l,D(ν),W(µ))

= ΦT
∂L

∂D
(d(ν),D(ν)) (mesh deformation adjoint)

f ′(µ) =
∂F

∂l
(µ,W(µ)) − < Ψ(µ),

∂E

∂l
(µ,W(µ)) >

− < Φ(ν),
∂L

∂d
(d(ν),D(ν))

∂d

∂ν
> (optimality)

(19)

Encyclopedia of Computational Mechanics. Edited by Erwin Stein, René de Borst and Thomas J.R. Hughes.
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Using these notations, this leads to the “total” adjoint formulation:





dF

dl
=

∂F

∂l
−ΨT

∂E

∂l

dF

dν
= −ΦT

∂L

∂d

∂d

∂ν

(20)

14.6.3. Automatic differentiation The tool used to obtain the derivatives described in the previous
parts is Odyssée, automatic differentiation software developped by the INRIA which acts by
transformation of the initial code. With a given set of input variables, and a group of programs written
in Fortran 77 which evaluates a numerical function f , then Odysséegenerates sub-programs computing
its derivatives with respect to those variables. This software allows us to use direct or reverse mode of
automatic differentiation.

14.7. Application to a business jet

14.7.1. Test case definition The baseline geometry used in the optimization process is a generic
Falcon Jet. An unstructured mesh made up of 255,944 tetrahedra and 45,387 vertices was generated
and split in 16 domains. The flight condition considered is at a Mach number of 0.8 and an angle of
attack equal to 1.5◦, for which a relative residual of 10−5 was reached after 10 minutes of CPU time
on 16 IBM pwr3 processors resulting in a lift coefficient of 0.375. The local Mach distribution on the
aircraft is shown in Fig. 49.

X

Y

Z

MACH
1.5
1.42105
1.34211
1.26316
1.18421
1.10526
1.02632
0.947368
0.868421
0.789474
0.710526
0.631579
0.552632
0.473684
0.394737
0.315789
0.236842
0.157895
0.0789474
0

Figure 49. Mach distribution on the aircraft

X Y

Z
Frame 001  17 Mar 2003  Modeleur ResultsFrame 001  17 Mar 2003  Modeleur Results

Figure 50. Location of wing sections

In the test cases which will be presented a “one shot” strategy is used i.e. each Euler computation
starts from its previous solution to reach a relative residual of 10−5 (with a maximum number of
implicit strategy iterations equal to 3000).

To solve the linear systems (Ax = b) represented in the gradients evaluation equations, we use a
GMRes method with a number of Krylov of 100. We want this resolution with a relative residual of
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c© 2004 John Wiley & Sons, Ltd.



INDUSTRIAL AERODYNAMICS 59

10−6; the maximum number of matrix products is 800 for each adjoint problem.
The cost function is defined to achieve a reduction of vortex drag using twist as a design parameter.

Thus, a spanwise elliptical lift distribution was taken as objective defined as follows:

j =
1

2

∫ ymax

ycuttermin

(cCl − cCell.
l )2dy (21)

and subjected to a non linear equality constraint in order to maintain a constant lift coefficient. The
relationship between this spanwise elliptical lift distribution and vortex drag is based on Prandtl theory.

The twist angle of 10 wing sections together with the angle of attack make up the set of design
variables. The location of our control wing sections is shown in Fig. 50.

14.7.2. Results First, the evolutions of the cost function is shown in Figure 51, showing that the cost
had been reduced by more than one order of magnitude.
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Figure 51. Cost function evolution
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Figure 52. Lift coefficient distributions

Improvements on the cost function are illustrated by Figure 52 where the spanwise distributions of
the lift coefficients are represented.

Analysis of the modified twist angle shows that when we had a sub-elliptic lift distribution, (for
η ≤ 0.5), the optimizer led us to increase the twist angle, and conversely.
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14.7.3. Synthesis In the following table, the results of the different optimizations which have been
presented are shown in terms of gains in pressure, vortex and wave drag.

Pressure Vortex Wave angle of CPU cost
drag drag drag attack (number of initial

(counts) (counts) (counts) (deg.) Euler CPU time)

Baseline configuration 328 84 30 1.50 1

Mesh deformation approach
discrete Euler adjoint method 325 79 31 1.73 32

F.D. deformation gradient

As can be seen in this table, significant improvement is achieved on the vortex drag with a small
increase in wave drag. Indeed, we took as an objective a spanwise elliptic lift distribution which
presents a local lift maximum greater than the baseline configuration. It turns out that this maximum is
a first order component of the wave drag. Nevertheless, gains on vortex drag are greater than losses on
wave drag.

Conclusion

The optimization process has been defined and illustrated for a wing design example.
It should be emphasized that automatic optimization requires significant know-how in order to define

the proper set of shape parameters, objective function (or combination of objectives), design sequences.
Progressively, multidisciplinary processes are also identified and included into the optimization
process.
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15. AEROACOUSTICS

For a jet powered aircraft, the noise sources can be separated into two categories: the airframe noise
generated by the high lift devices and landing gears and the power plant noise due to the turbomachines
(fan, compressor, turbine) and the jet. In this section we present aeroacoustic results concerning the jet.
Jet noise, which is a major contibutor to the aircraft acoustic signature, has been studied for a long
time. The modeling is mature, and the approach presented herein can be viewed as a “simple” post
processing of a RANS calculation of the jet.

For jet noise, semi-empirical relations can be deduced from the Lighthill equation. The inputs of
the acoustic semi-empirical model are obtained by a RANS calculation which gives both the mean
quantities and a statistical description of the fluctuations.

The method described here was first developed for subsonic jets at ambiant temperature (Bechara et
al., 1995) and then modified for perfectly expanded supersonic jets (Bailly, Candel and Lafon, 1996).
The statistical method has two main advantages: good predictive capabilities and low computational
cost; its main drawback is its narrow application field. It was worth considering its extendion to more
general configurations which for aircraft applications involve hot jets

The general principles of the statistical modeling of noise sources is first presented, then the
extansion to hot jets is detailed and finally some illustrating examples are discussed.

15.1. Statistical Noise Modeling

The acoustic model is derived from the density fluctuations governed by Lighthill equation (Lighthill,
1952):

∂2ρ′

∂t2
− a2

o∇2ρ′ =
∂2Tij

∂xi∂xj
(22)

The right hand side of the equations involves Lighthill tensor Tij = ρuiuj +(p−ao
2ρ)δij − τij , τij

represents the viscous stresses. Lighthill equation is exact but requires simplifications for a practical
implementation. For a high Reynolds number flow and if the sound propagation occurs whithout
entropy fluctuation (Bechara et al., 1995), the far field solution reads

ρ′(x, t) =
xixj

4πao
4x3

∫

V

∂2

∂t2
Tij

(
y, t− r

ao

)
dy (23)

with r = |x− y| and Tij ' ρouiuj .
From the pressure autocorrelation defined by

Ra(x, τ) =
ρ′(x, t + τ)ρ′(x, t)

ρoao
−3

(24)

the acoustic intensity can be deduced

Ia(x) = Ra(x, τ = 0) (25)

and also the acoustic spectral power density

Sa(x, ω) =
1

2π

∫ +∞

−∞

Ra(x, τ)eiωτ dτ (26)

Encyclopedia of Computational Mechanics. Edited by Erwin Stein, René de Borst and Thomas J.R. Hughes.
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A model for Ra(x, τ) is thus needed. Assuming an isotropic turbulence convected by the mean flow
(the turbulence is considered isotropic in a frame attached to the turbulent structures), Ra(x, τ) can be
written as

Ra(x, τ) =
A

x2

1

C5

∫∫∫

V

Dijkl
∂4

∂t4
Rijkl(y, ξ, t− τ

C
)dydξdt

where

• Dijkl = rirjrkrl/r4;
• A = 1/16π2ρoao

5;
• C = [(1−Mc cos θ)2 + α2M2

c ]1/2 is the convection factor (Doppler effect).
• Rijkl is the correlation function in the moving frame Rijkl = ρ2u′iu

′
ju
′′
ku′′l

In the formulas above ′ corresponds to a space-frequency localization, (y, t) and ′′ corresponds to
(y + ξ, t + τ). The velocity field is represented as the sum of a mean and a fluctuating componant.
u = U + ut.

The burden is now transferred on the modeling of Rijkl. Following Bechara et al. (1995) , the
tensor Rijkl can be written as the product of second order velocity correlations and a time correlation:
Rij(y, ξ)g(τ). The time correlation factor is chosen as g(τ) = 1/ cosh(βωtτ).

With the hypothesis, the pressure autocorrelation tensor Ra(x, τ) becomes a function of the
form F(x, τ, ρo, ao, ρ, U, Mc, ut, Lt, ωt) and the solution of the Reynolds Averaged Navier-Stokes
equations provides enough information to calculate all the quantities involved:

• The mean field (density, velocity and temperature) is directly available
• The turbulent characteristic length scale Lt and pulsation ωt as well as the velocity fluctuations

are obtained using the turbulent kinetic energy k and its dissipation ε: Lt ∼ k3/2/ε, ωt ∼ ε/k
and ut ∼

√
2k/3;

• only the convective Mach number Mc necessitates a specific computation that depends on the
flow (simple jets (Bechara et al., 1995) or coaxial jets (Héron et al., 2001; Héron, Candel and
Bailly, 2001)).

For this semi-empirical model, a global scaling parameter must be determined once and for all using
an experimental result. The extansion of the statistical model to account for entropy fluctuations is
presented in the next paragraph.

15.2. Acoustic model for hot jets

The influence of the jet temperature on the acoustic radiation is an experimental fact (Davies, Fisher
and Baratt, 1963). Models that account for the temperature fluctuations already exists; derived either
from dimensional analysis (Stone, 1974) or from ad-hoc modifications of statistical models (Fortune
and Gervais, 1998). The model presented here is constructed from the second term in Lighthill tensor
and benefits from the theoretical work of Fisher, Lush and Harper-Bourne (1973) and Morfey (1976)
on entropy fluctuations. Entropy fluctuations are deduced from temperature fluctuations (Fortune and
Gervais, 1998) which are computed using a turbulent transport equation. In this model it is necessary
to keep the entropy fluctuations in Lighthill tensor:

Tij = ρuiuj + (p− ao
2ρ)δij
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Following the dimensional analysis proposed by Fisher, Lush and Harper-Bourne (1973) a model
accouting for the temperature effects can be derived. For a perfect gas, a first order approximation
reads:

δp = a2δρ + (p/cv)ζ

where ζ corresponds to local entropy fluctuations. We can then write:

δp− ao
2δρ =

(
1− ao

2

a2

)
δp +

ρao
2

cp
ζ

Following Lighthill (1954), the first term can be neglected for the acoustic sources of interest

δp− ao
2δρ =

ρao
2

cp
ζ

and the far field density fluctuations become

ρ′(x, t) =
1

4πao
4x

∫

V

[
xixj

x2

∂2ρuiuj

∂t2
+

∂2

∂t2

(
ρao

2

cp
ζ

)](
y, t− r

ao

)
dy (27)

The acoustic intensity can be deduced from (27). Let ρjet, Ujet, Tjet, Djet be the density, the
velocity, the temperature and the diameter of the jet. The density, temperature and sound velocity
of the ambiant medium at rest are respectively ρo, To and ao,

• ∂2/∂t2 is dimensionaly of the order of (Ujet/Djet)
2;

• The integration over the source volume V is of the order of D3;
• The last term ζ/cp is of the order of ln(Tjet/To).

The density fluctuations are now:

ρ′ ' 1

ao
4x2

[
ρjetUjet

2D3
jet

(Djet/Ujet)2
+

ρjetao
2

(Djet/Ujet)2
ln

(
Tjet

To

)]

and the acoustic intensity I(x) = Ra(x, τ = 0):

I ' ρjet
2Djet

2

ρoao
−3x2

[(
Ujet

ao

)8

+ ln

(
Tjet

To

)(
Ujet

ao

)6

+

(
ln

(
Tjet

To

))2(
Ujet

ao

)4
]

if we assume that the two sources respectively associated with velocity fluctations and temperature
fluctuations are strongly correlated.

The correlations participating to the acoustic emission can be written in a general tensor form: Rijkl

1

ρ2
Rijkl = u′iu

′
ju
′′
ku′′l

Introducing entropy fluctuations, this tensor reads

1

ρ2
Rijkl = u′iu

′
ju
′′
ku′′l + u′iu

′
jS

′′
T δkl + u′′ku′′l S′T δij + S′T S′′T δijδkl

where ST = (a2/cp)ζ.
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From Gibbs equation and assuming a constant evolution of pressure, temperature and entropy
fluctuations are directly related.

ST ≈
a2

T
Tt

the remaining terms are velocity and temperature correlations of the general form u′tiT
′′
t , u′tiu

′
tiT

′′
t ,

T ′tT
′′
t . All these terms are modeled using space and time correlation functions.

A′B′′ = A′B′f(ξ)g(τ)

Since the turbulent mixing is governed by the velocity fluctuations, the correlations functions are the
ones already used for the velocity.

The velocity-temperature correlations are computed using a first order closure model:

utiTt = −κt
∂T

∂yi

The triple correlation are modeled through a turbulent diffusivity κt. Using Reynolds average, for the
temperature T = T + Tt where T and Tt are respectively the mean and fluctuating temperature

utjTt = ujT − utjT − UjTt − UjT

thus:
utjutjTt = utjujT − utjutjT − UjutjTt − utjUjT

The last term utjUjT is zero. Only the first term utjujT requires modeling since all other terms are
given by turbulent closures.

If Qt = Q−Q is a quantity transported in a turbulent flow ut, using a gradient closure, the double
correlation utjQt reads:

utjQt = −βt
∂Q

∂yj

For (ujT )t = ujT − ujT , we have:

utjujT = utj(ujT )t

≈ −βt
∂ujT
∂yj

and ujT = UjT + utjTt. βt is a new closure coefficient.
Assuming βt = κt, we finally obtain:

utj
2Tt = −κt

[
∂UjT

∂yj
− κt

∂2T

∂yj
2

]
− utj

2T + κtUj
∂T

∂yj

The jet is assumed to be locally a unidimensional flow. The velocity can be approximated by U ≈
U1(y2)e1, which leads to:

ut1
2Tt ≈ −κt

[
U1

∂T

∂y1
− κt

∂2T

∂y1
2

]
− ut1

2T + κtU1
∂T

∂y1

≈ κt
2 ∂2T

∂y1
2 − ut1

2T

ut2
2Tt = ut3

2Tt ≈ κt
2 ∂2T

∂y2
2 − ut2

2T
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T ′tT
′′
t is the only term which can not be directly deduced from a standard k − ε RANS computation.

A specific model needs to be developed. A reasonnable approach consists in using a transport equation
for σ = T ′tT

′′
t . This equation reads:

∂ρσ

∂t
+

∂

∂yi
(ρσũi) =

∂

∂yi

((
µ

Pr
+

µt

Prt

)
∂σ

∂yi

)
+ 2ρκt

(
∂T̃
∂yi

)2

− 2ρ
ε

k
σ

The practical implementation involves a three equation turbulence model: a classical k − ε model
augmented with a extra equation for the temperature turbulent fluctuations which are considered a
passive scalar in the turbulent flow. The post processing of such a RANS calculation provides all the
necessary data for the acoustic model.

15.3. Numerical Examples

The first example illustrates the statistical method applied to a subsonic jet at ambiant temperature.
The numerical simulation of the experiment of Tanna (1977) shows the predictive capability of the
acoustic model. Figure 53 presents a comparison between the measured directivity (symbols) and the
computed directivity (solid line). The agreement is very good except for the small observation angle
(θ < 20o), for these angles the refraction effects in the jet are important and not considered in the
model. Figure 54 compares the measured (symbols) and computed (solid line) 1/3 octave band spectra
for an observation angle of 90◦.
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Figure 53. Subsonic cold jet: directivity in dB
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Figure 54. Subsonic cold jet: 1/3 octave spectrum in dB at 90
o

We now consider supersonic primary jets and attempt to simulate experiments carried out by
Papamoschou and Debiasi (1999). The goal is to determine which particular secondary coaxial jets
can be used to eliminate the Mach waves generated by the primary jet. The principle of this method
consists in setting the secondary jet velocity at a value which brings the convection velocity of the
primary jet structures to a subsonic value with respect to the sound speed in the secondary jet.

Figure 55 presents the turbulent kinetic energy for the conditions without Mach waves. Figure 56
presents the measured (symbols) and computed directivity (lines) for the cases with and without Mach
waves. The good comparisons underlines the versatility of the acoustic model.

The model is finally applied to a subsonic hot jet (Tjet/T0 = 2.3) similar to the experiment from
Tanna (1977). Figure 57 shows the temperature fluctuations obtained with the new turbulence model.
The directivity is presented in figure 58. The green curve represents the acoustic intensity due to the
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Figure 55. Turbulent kinetic energy
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Figure 56. Coaxial Supersonic Jet: directivity in dB

velocity correlations, the cyan curve represents the acoustic intensity due to the velocity-temperature
correlations and the purple curves represents the acoustic intensity due to the temperature correlations.
The temperature fluctuations generate more noise than the velocity correlations! The sum of all the
contributions compares well with the experimental data (symbols)
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Figure 57. Temperature fluctuations
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Figure 58. Subsonic hot jet: directivity in dB
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16. MULTI-DISCIPLINARY APPLICATIONS

16.1. Flutter analysis

Multi physics simulation is an area of active development and fluid / structure interaction is typical
example. For aircraft design, the main objective is to predict flutter. Flutter is the resonant interaction
between unsteady aerodynamic loads and the elastic deformation of the aircraft structure. Flutter is a
dangerous phenomena that can lead to the rapid loss of an aircraft. State of the art techniques rely on
simplified linear numerical models for aerodynamics. This approach is fast and well calibrated (we
emphasize the high number of configurations that must be analysed). However, when nonlinear flow
behavior is present, these methods cannot be applied. Emerging techniques consider more complex
flow models.

Two approaches can be considered. The first one relies on the coupling of non-linear unsteady
CFD and unsteady structural dynamics codes. Significant effort has been devoted to the development
of this approach. Critical numerical ingredients have been identified, most notably the need to use
efficient staggered schemes and to fulfil the geometric conservation law criteria. This is described
for example in Farhat and Lesoinne (1996). This approach has been implemented and demonstrated
in our computational environment SOUPLE. It was used to study the flutter limit of the wing of a
military aircraft with two fuel tanks. The configuration is illustrated in Figure 59 where the deformation
associated with one mode is shown. The time history of one modal displacement is plotted in Figure 60.
In this case, flutter is observed.

Figure 59. Fuel tank flutter. Figure 60. Divergent mode.

This approach is very general. It is however CPU intensive and this restricts its present application
to validation study and to the analysis of the most critical and complex configurations.

An alternate approach is based on the solution of the linearized Euler equations in the frequency
domain. The procedure includes the following steps. First a structural displacement basis is considered.
For example a modal basis can be selected. The Generalized Aerodynamic Force matrix GAF (f) is
computed next. For a given frequency, GAF (f)(i, j) is the aerodynamic pressure force associated
to nodal displacement i when the structure oscillates along mode j at frequency f . Matrix GAF is
obtained by solving the linearized Euler equations for each mode and a number of frequencies over
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a selected frequency range. Typically, the number of modes considered is between 4 and 10 and the
number of frequencies around 10. Between two frequencies, linear interpolation is performed. This
step requires the solution of (number of modes)×(number of frequencies) complex linear systems.
This is the most CPU intensive step of the procedure, however its cost is still low.

Once matrix GAF is computed, the complete dynamic behavior of the coupled system can be
explored easily. The classical approach uses the ‘p-k’ method which is based on a loop over the
velocity. Starting at zero velocity, for each velocity increment, the frequency and damping associated
to each mode is computed. Flutter speed is reached as soon as negative damping is obtained.

The linearized Euler solver was developed on the basis of our industrial Euler code EUGENIE. It
is an unstructured solver. A modified Lax-Wendroff numerical scheme is selected. A 1st order Steger-
Warming version can also be used. Automatic differentiation was used to contribute to the generation
of the code for the linearized operator. A software tool called Odyssée developed by INRIA was used.
Significant efforts have been devoted to achieve a high level of efficiency. The GMRES linear solver
was selected and incomplete LDU preconditioning is performed. Parallel implementation on distributed
memory architecture has also been programmed. A detailed description can be found in Fanion (2001).

The method was validated using the well-known AGARD 445.6 wing test case. The experimental
investigation was performed at NASA Langley transonic tunnel.

The wing has an aspect ratio of 4, a taper ratio of 0.6, the half-chord sweep angle is 45 degrees. The
wing profile in streamwise direction is a NACA65A004. Data is available for a wide Mach number
range from 0.338 to 1.141. The first four vibration modes are illustrated on Figure 61, the mesh used for
the aerodynamic computations is available on Figure 62. A representative flutter diagram is presented
on Figure 63. For three modes, the frequency and damping are obtained as a function of velocity. Flutter
occurs when negative damping is predicted. The transonic dip phenomena is illustrated in Figure 64: the
flutter speed index is plotted as a function of the Mach number. A nonlinear behavior can be observed
through the transonic regime. We can verify that the linearized Euler based method can predict this
phenomena correctly.

Figure 61. AGARD wing: vibration modes #1 to 4.
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Figure 62. AGARD wing: mesh for Euler computation.

Figure 63. AGARD wing: flutter diagram (frequency and damping vs velocity for three modes).

Figure 64. AGARD wing: transonic dip (flutter speed vs Mach number).
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16.2. Parafoil

The capability of gliding parachutes to have a lift of drag ratio enough to reduce the size of the landing
site is quite of interest to minimize the recovery cost of spacecraft like classical or advanced capsules.
Studies, sponsored by ESA/CNES, around a half-scale demonstrator were performed in order to assess
the aerodynamic characteristics and to determine the behavior of such a kind of complex configuration.

Wind tunnel experiments were performed at the ONERA S1 Modane facility (Figure 65) in order to
measure the aerodynamic coefficients and the stress in the suspension lines using a specially designed
balance system. This ground test of a large parafoil was a first in Europe and provided a solid validation
basis for all numerical simulations.

The complete set of available theoretical tools was used to rebuild the wind tunnel test (panel method,
3-D Euler and turbulent Navier-Stokes). The non-rigid behavior of the wing was also considered with
the computation of the flexible structure with a shell model and of the aerodynamic coupling which
drives the equilibrium state in the wind tunnel. Figure 66 presents the pressure contours on the surface
of the deformed shell structure. Good agreement in pitching moment and lift over drag ratio is obtained
(see Figures 67 and 68). Further detail can be found in Tribot et al. (1997).

Figure 65. Parafoil model at S1 Modane.
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Figure 66. Pressure contours on deformed surface.
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Figure 67. Pitching moment coefficient comparisons.

-8 -6 -4 -2 0 2 4 6 8 10
AOA

-1

-0.5

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

L/
D

D80 wind tunnel model

Experiment v = 17 m/s
Experiment v = 11 m/s
NS + suspension lines contribution

Figure 68. Lift-over-drag ratio comparisons.
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16.3. Interaction with Electromagnetism

Conflicting disciplines make the optimization of an aircraft a challenging task. For instance, shapes
suitable for a reduced electromagnetic signature may not be compatible with the greatest aerodynamic
performance. Stealthiness would fancy an aircraft with no air intake, no control surfaces, no landing-
gear well doors. . . Conversely, electromagnetic devices such as antennas and sensors need to be
optimally placed on a military aircraft making sure they do not interfere with the global aerodynamic
performance. An example of such an integration is presented in Figure 69. An antenna which must be
located a far ahead as possible is checked against the operating range of the air intake.

Figure 69. Antenna integration.
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16.4. Afterbody design and IR signature

Computation of the flow over the afterbody of a military aircraft is performed to reach two objectives:
assess drag and provide data for infrared stealth prediction. Afterbody flows include many challenging
features: normal shocks along the jet axis, compressible mixing layers with high density and
temperature gradients, base flow and a possible shock-wave/boundary-layer interaction over the aft
part of the fuselage. Turbulence models cannot account for such a range of complex flow phenomena
and degraded accuracy may be expected. The thermodynamic model must account for the concentration
and vibrational modes of species resulting from combustion that flow out of the nozzle. Flow control
techniques are sought to enhance jet mixing and thereby reduce the signature (see section 13.3). Flow
complexity is further increased when control is applied.

The geometric complexity of the afterbody of a two engine aircraft is illustrated in Figure 70. The
result of a computation performed on this configuration is presented in Figure 71. CFD outputs are
used as input for infrared signature computations. Thermochemical models such as those described
in section 4.5 are used with a set of chemical species representative of combustion products (e.g. N2,
O2, CO2, and H2O); the use of a multicomponent mass-diffusion model is crucial in getting a correct
description of the species mixing between the jet and the external flow. A typical Infra Red signature
result is presented in Figures 72 and 73

Figure 70. Afterbody model. Figure 71. Afterbody surface mesh.
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c© 2004 John Wiley & Sons, Ltd.



74 ENCYCLOPEDIA OF COMPUTATIONAL MECHANICS

Figure 72. IR signature.

Figure 73. IR signature.
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16.5. Aircraft cabin air conditioning

Careful air conditioning system is very important for long range business jets because very long
duration flights lead to very high quality requirements for passenger comfort. Two criteria are
identified: even temperature inside the cabin and low air velocity next to passengers.

The design of the air conditioning system of an aircraft cabin represents a good example of a design
problem where a multidisciplinary approach is essential. This can be illustrated by the following key
phenomena: air temperature decreases along cold walls next to the fuselage, air density increases and
this air is driven downwards. The balance of convective, conductive and radiative heat transfer at the
wall must be predicted accurately. A relevant fluid mechanic model is the Boussinesq approximation
with buoyancy. Mixing and momentum transfer at air ducts must also be predicted accurately.

An incompressible derivative of the Navier-Stokes code described in section 4 is used for such
calculations. For further details the reader is referred to Ravachol (1997).

Simulation of this problem has required an iterative coupling between the heat transfer computation
within the aircraft structure, its equipment and insulation material and the flow solution inside the
aircraft cabin.

A sample simulation is presented now. The computation is performed in the cabin of a Falcon 900
business jet. The high geometric complexity of the cabin with furniture and passenger models and
the high number of inlet and outlet ducts (12 inlet ducts and 10 outlet ducts) add to the difficulty of
the simulation task. The mesh includes about 800,000 grid points. The surface mesh is presented in
Figure 74. Black surfaces correspond to adiabatic wall conditions; dark blue areas have a transmission
condition; the red elements corresponds to different sections of the pilot bodies: they receive a constant
heat flux condition ranging from 20 to 40 W/m2; inlets are represented in yellow, while oulets appear
in green. The temperature inside the cockpit is presented on the surface of the geometry in Figure 75.
Known phenomena expressed by passengers and pilots have been reproduced.

Y

X

Z

Figure 74. Surface mesh of the Falcon 900 cabin.
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XY

Z

Figure 75. Falcon 900: wall temperatures.
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17. CONCLUSION

Over the past few years, industrial computational aerodynamics has witnessed a fascinating
development and it has reached a level where it has a major impact on aircraft design. The range
of scientific issues associated with this development is quite large: it includes advanced mathematical
analysis, complex fluid mechanics modeling and high performance computer science technologies.
Industrial applications is also the place where science meets a real life problem, in our example
beautiful scientific concepts contribute to the perfect design of beautiful aircraft.

A historical perspective has given a measure of the successive giant steps that have been made over
the past 30 years. A rather detailed description of industrial codes has led to a good understanding
of the key numerical concepts assembled to create a powerful tool for computational aerodynamics.
The fundamental issue of turbulence modeling has been addressed in detail. A large range of
complex applications has been described to illustrate the variety of problems solved. The status of
the development and application of shape optimization techniques and multidisciplinary design has
finally been illustrated.

The next decades should seek to achieve equally ambitious goals. Order of magnitude gains in
efficiency are still needed to let the designer explore more solutions than is possible today. Widespread
use of unsteady simulations will appear: CFD will become a movie maker even with the sound
track thanks to the aeroacoustics. Future needs include accurate prediction of always more complex
turbulent flows. This includes flows with complex interactions or large scale unsteady behavior and
will require further improvement in turbulence models. Large eddy simulation is a very promising
approach in particular in the framework of the variational multiscale method. Its application to design
will require new developments, a zonal approach with coupling to RANS model might be needed
for many applications. A number of multidisciplinary problems are already addressed using complex
simulation. Future simulations will include further multidisciplinary problems with strong coupling
between models. Examples include reliable and efficient prediction of structural vibration (most
notably flutter and buffet induced acceleration), the evaluation of infrared signature or airframe acoustic
modeling. The widespread application of automatic shape optimization to various design problems
still requires continued effort, in particular when viscous flow models are needed. Multidisciplinary
Design Optimization will progressively build powerful tools and lead to high performance designs.
One challenge will be to have detailled CAD of all aircraft in the optimization process.

Mathematical insight and deep physical understanding will again be required and combined to
allow the design of novel aircraft. Next generation computational aerodynamics techniques must bring
to flight efficient environmentally friendly low noise and low emission aircraft, high performance
supersonic business jets, innovative military aircraft with unusual shapes or safe space planes.
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Nantes, Oct25–27, No. 17. 1993.

Chalot F, Hasholder JM, Mallet M, Naı̈m A, Perrier P, Ravachol M, Rostand Ph, Stoufflet B, Oskam B, Hagmeijer
R and de Cock K. Ground to flight transposition of the transonic characteristics of a proposed Crew
Rescue/Crew Transfer Vehicle, paper #97-2305, 15th AIAA Applied Aerodynamics Conference, Atlanta,
GA, June 23–25, 1997.

Encyclopedia of Computational Mechanics. Edited by Erwin Stein, René de Borst and Thomas J.R. Hughes.
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Daumas L, Dinh QV, Kleinveld S and Rogé G. CAD-Based Wing Body Optimization, CEAS Aerospace
Aerodynamics Research Conference, 10–13 June 2002, Cambridge, United Kingdom.
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Daumas L, Dinh QV, Kleinveld S and Rogé G. How to take into account deformation in CAD-based Euler
optimization process?, Symposium IUTAM Transsonicum IV, 2–6 September 2002, Göttingen, Germany.
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